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Hilbert Theory 

When the algebraists of the 19̂ *̂  century were studying invariants, one of their main 
concerns was to find a finite set of invariants from which all the others could be ex
pressed as polynomials. In particular they needed to prove that algebras of invariants 
are finitely generated. In modem geometric terms this result is needed to construct 
an algebraic variety whose coordinate ring is the ring of invariants which should pa
rameterize in some sense the orbits of the group. Finiteness of the invariants was first 
proved by Gordan for binary forms by a complicated induction, and then for invari
ants of forms in any number of variables by Hilbert, who formulated the proofs in 
a rather abstract way, founding modem commutative algebra. The proof of Hilbert 
extends immediately to linearly reductive groups. Hilbert asked, in the 14̂ ^ problem 
of his famous list, whether this (or rather a more general statement) is always tme. It 
was only in the 1970s that Nagata produced a counterexample. At the same time in
terest in invariant theory had resurged and the finiteness theorem was also proved for 
reductive groups, which in characteristic 0 coincide with linearly reductive groups, 
but not in positive characteristic. 

In this chapter we want to give a rather brief introduction to these ideas. We treat 
in detail some elementary topics and give some ideas of other more advanced topics. 

The subject now goes under the name Geometric Invariant Theory. It is now a 
rather rich and deep topic and there are systematic treatments available at least for 
parts of it. 

1 The Finiteness Theorem 

1.1 Finite Generation 

As already mentioned, one of the themes of 19̂ *̂  century invariant theory was to 
show that algebras of invariants are finitely generated. Hilbert proved that this is a 
consequence of the linear reductivity of the group. The main formal ingredient for 
such a group is Reynold's operator, which we discussed in Chapter 6, §2.4. Since 
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G is linearly reductive, if M is a rational representation we have a canonical G-
equivariant map r^ '. M -^ M^. If f : M -> N is a. G-equivariant map of rational 
representations, we have the commutative diagram: 

4 4-
N - ^ ^ N"" 

In particular if G acts rationally as automorphisms of an algebra R and a e R^ we 
have: 

(Reynold's identity) rRiab) = arR(b), "ia e R^, Wb e R. 

Theorem. Let G be a linearly reductive group acting on a finite-dimensional vector 
space V. Then the algebra of invariants is finitely generated. 

Proof. Denote by R the algebra of polynomials and by S := R^ the invariants. 
Consider the space S'^ of invariant polynomials without constant term and form the 
ideal RS^ of R. By the Hilbert basis theorem, this is finitely generated and RS^ = 
J2i=i ^" / ' "/ ^ •̂ -̂ We may assume that the w, are homogeneous. Given u e S^ 
we thus have u = XiLi •^'"" ^i ^ ^- If we apply now Reynold's identity, we obtain 
u = J2i=i ^R(^i)^i- III other words the ideal generated by the elements w/ in S is 
5+. Now let T := F[ui,..., Uk]. We want to show that T = S.We proceed by 
induction. Assume we know that Ti = Si, i < N. We want to prove that 7^ = 3^-
Pick u e SN and write it as w = X!f=i ^/"" ^i ^ ^' comparing the degrees we may 
assume that deg vt + degw, = N. In particular deg vt < N, so by induction vt e T 
and the claim follows. D 

2 Hubert's 14̂ ** Problem 

2.1 Hubert's 14**» Problem 

The 14̂ ^ problem of Hilbert's famous list of 23 problems, presented in the Interna
tional Congress of Mathematicians in Paris 1900, asks whether the ring of invariants 
for any group action is finitely generated. In fact Hilbert formulates a more general 
question: given a finitely generated domain F[a\,a2,... ,ak] with quotient field G 
and an intermediate subfield F c H c G, is the algebra F[ai, ^2, . . . ,aic] H H 
finitely generated over F? 

In fact even the first question has a negative answer, as shown by Nagata. The 
groups for which one can find counterexamples are in fact rather special, being iso
morphic to the additive group of a finite-dimensional vector space C". At the mo
ment the best result is due to Mukai who gives an example of infinite generation for 
m = 3. For m = 1 an old result of Weizenbock shows that instead we have finite 
generation, while for m = 2 the answer is unknown. 
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Let us quickly explain Weizenbock's result. 
The additive group C is identified with the subgroup U^ of SL{2, C) of matrices 

J . From Chapter 7, §1.5 and §3.4 it follows that, in every rational represen

tation p : C ^- GL(n, C), the matrices induced by C are unipotent and there is a 

nilpotent matrix Â  such that p{t) = e^^. 
Now Â  is a direct sum of Jordan blocks of sizes n i , . . . , njt, but then the direct 

sum of the irreducible representations of SL(2, C) of dimensions n\,n2,... ,nk re
stricted to U'^ give the representation V from which we started. At this point one has 
to verify that the invariants under U^ of V coincide with the invariants of 5L(2, C) 
on V 0 C^. This argument is essentially what we will develop in the next chapter 
when we discuss covariants, and so we leave it to the reader. 

3 Quotient Varieties 

We want to discuss quotients in the simplest sense for affine and projective varieties. 
For a more systematic treatment see [MF], [DL]. 

From the results of Chapter 7 we can use the fact that, given an algebraic group G 
acting on a variety X, each orbit Gx is open in its closure Gx, which is then a union 
of orbits. All the orbits in Gx different from Gx are then necessarily of dimension 
strictly less than the dimension of Gx. In particular we will use systematically the 
fact that an orbit of minimal dimension is necessarily closed. 

First, let us extend Theorem 1.1. We assume that we are still working over the 
complex numbers. 

Theorem l.(l)Ifa linearly reductive group G acts on an affine variety V, the ring 
of invariants C[V]^ is finitely generated. 

(2) IfW CV isa G-stable subvariety and C[W] = C[ V]/ / , the induced map of 
coordinate rings C[V]^ -^ C[W]^ is surjective. 

Proof. From the general theory of semisimple representations (Chapter 6), if a lin
early reductive group G acts on a space M and Â  is stable, then M = N^P decom
poses as direct sum of subrepresentations. M^ = Â ^ 0 P^ , and so the projection 
M^ -^ (M/N)^ = P^ is surjective. In particular this proves (2). 

Now from Chapter 7, Theorem 1.3, given an action of an affine group G on an 
affine variety V, there exists a linear representation U of G and a G equivariant 
embedding of V in U. Therefore we have a surjective mapping C[U]^ -^ C[V]^. 
From 2.1 C[U]^ is finitely generated, hence so is C[V]^. D 

We can now give a basic definition. 

Definition. Given an action of an affine group G on an affine variety V the ring 
C[V1^ is the coordinate ring of an affine variety denoted V//G and called the cate
gorical quotient of V by G. 
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Of course the fact that C[y]^ is the coordinate ring of an affine variety depends 
(from the general theory of affine varieties) on the fact that it is finitely generated. 

The previous theorem implies furthermore that if VK is a G-stable subvariety of 
V, we have an inclusion W//G C V//G as a subvariety. 

The natural inclusion C[y]^ C C[V] determines a canonical quotient map n : 
V -^ V/IG. 

Theorem 2. (1) The mapping n is constant on G-orbits. 
(2) The mapping n is surjective. 
(3) Given any point q e V//G, the G-stable subvariety 7t~^(q)ofV contains a 

unique closed G-orbit. 

Proof. (1) is clear since the map is given by invariant functions. 
(2) Let q G V//G be a point. It is given by a maximal ideal m C C[y]^. We 

have to prove that there is a maximal ideal n C C[V] with m = « fl C[V]^. Since 
every ideal is contained in a maximal ideal, it suffices to show that the ideal mC[V] 
is a proper ideal, or equivalently that m =mC[V]nC[V]^ . 

Then let a = J^t^i^i ^ C[V]^ with si e C[V], m, e m. Apply Reynold's 
identity a = R{a) = ^ - R{si)mi, and hence a e m as desired. 

(3) Since 7T~^(q) is a G-stable subvariety it contains an orbit of minimal di
mension which is then necessarily closed. To complete (3) it is thus sufficient to 
show that two distinct closed orbits Ai, A2 map to two distinct points in V//G. For 
this observe that Ai U A2 is an algebraic variety (since the two orbits are closed) 
and C[Ai U A2] = C[Ai] 0 C[A2] since they are disjoint. Then C[Ai U A2]^ = 
C[Ai]^ 0 C[A2]^ = C 0 C is the coordinate ring of 2 points which, from the pre
ceding discussion, means exactly that these two orbits map to two distinct points. D 

One expresses the meaning of the previous theorem by saying that V// G param
eterizes the closed orbits of the G-action on V. 

Another way of expressing part of the previous theorem is to say that invariants 
separate closed orbits, that is, given two distinct closed orbits Ai, A2, there is an 
invariant with value 1 on Ai and 0 on A2. 

4 Hilbert-Mumford Criterion 

4.1 Projective Quotients 

One often wants to apply invariant theory to projective varieties. The setting will 
be this. We have a linear algebraic group G acting linearly on a vector space V 
and thus projectively on P(V). Suppose that W C P(V) is a projective variety 
which is stable under the action of G. We would like to define W//G as projective 
variety. To do it let us first consider the homogeneous coordinate ring C[C( W)] of the 
cone of W. The invariant ring C[C(W)]^ is thus a graded ring. As we have already 
seen when computing explicit invariants, the generators of this ring can be taken to 
be homogeneous but not necessarily of the same degree. Thus in order to obtain a 
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projective variety the idea is to take a sufficiently large degree m and consider the 
space of functions in C[C(W)]^ which are homogeneous of degree m. Considering 
these functions as homogeneous coordinates, this space gives a map of W into a 
projective space. However this map is not defined for the points of W where all the 
invariants vanish. 

It is therefore important to understand from the beginning which are the points in 
C{W) or even in V where all invariants vanish; these points are called the unstable 
points. Of course in the affine picture these points are just the preimage under the 
quotient V -^ V//G of the image of 0. Therefore we have that: 

Proposition 1. A vector v e V is unstable, or all invariants without constant term 
vanish on it, if and only ifO is in the closure of the orbit Gv. 

Proof An invariant is constant on an orbit and its closure. Thus if 0 is in the closure 
of the orbit Gv, any homogeneous invariant of degree > 0 vanishes at v. Conversely, 
assume all such invariants vanish at v. Take in the closure of Gi; an orbit C of mini
mal dimension which is then necessarily closed. If C 7̂  0, we could find an invariant 
/ with /(O) = 0 and / (C) # 0, which is a contradiction. n 

One needs a simpler criterion to see that a vector is unstable, and this is furnished 
by the Hilbert-Mumford criterion. 

Theorem. A vector v is unstable if and only if there is a l-parameter subgroup 
p : C* -> G such that lim^^o p{t)v = 0. 

In other words 0 is also in the closure of the orbit that one has under a single 
l-parameter subgroup. 

Let us give an idea of the proof of Hilbert in the case of GL(/2, C). 
The proof goes essentially in 3 steps. 

Step 1. In the first step, using the fact that 0 € Gv, one constructs an analytic 
curve X: D-^'Gv where D = {t GC\\t\ <l} with X(0) = 0, X(t) e Gv, Vr # 0. 

Step 2. Next, by eventually passing to a parameter s with t = s^ one can lift this 
curve to G for the nonzero values of ^, i.e., one finds an analytic map /x : D — {0} -> 
GL{n, C) with a pole at 0 so that ii{t)v = X{t). 

Step 3. Now consider the matrix ix{t) with entries /x/,̂  {t) some Laurent series. 
We want to apply a method like the one leading to the elementary divisors to write 
the function ix{t) in the form a(t)p(t)b(t), where ait), b{t) are convergent power 
series (without polar part) with values in GL(n, C), while p(t) is 3. diagonal matrix 
with entries t^' for some integers m .̂ If we can achieve this, then we see that 

0 = limA(r) = \imp(t)v = lim/x(Oi^. 
t^O t^O t->0 

In more detail, to prove the first two steps we need the following: 
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Lemma, (a) Let V be an irreducible variety and U a nonempty open set ofV.If 
p e V, there is an irreducible curve C C V so that p e C, C fMJ ^9. 

(b) Let p : W ^^ V bea dominant map of irreducible varieties and p e V. There 
is a curve B C W with p e p{B). 

Proof, (a) Let n = dim VAf n = 1 there is nothing to prove. Since this is a local 
statement, we can assume V c /:" affine. Let X i , . . . Z^ be the irreducible compo
nents ofV — U which are not points. Choose a point pt G X, for each / and pt ^ p. 
Then choose a hyperplane H passing through /?, which does not contain V and does 
not pass through any of the /?/. Then by a basic result (cf. [Ha], [Sh]) H (1 V is a. 
union of irreducible varieties V, of dimension n — l.By our choice, none of them 
is contained inV — U\ otherwise it would contain one of the Xj. Take one Vt with 
p e Vi. We have that U' := Vt DU is a. nonempty open set. We can thus continue 
and finish by induction. 

(b) We know that the image of p contains a nonempty open set U, and by the 
previous part we can find a curve C in V meeting U and with p e C. Consider 
Z := p~^(C). There is at least one irreducible component Z^ of Z which maps to C 
in a nonconstant way. Take any point of Z^ mapping to some q e CDU and consider 
p~^(q) and the set T := Z^ — p~^(q), open in Z^. By (a) there is an irreducible curve 
B C Z^ with q e B 2indB DT ^0. The map p, restricted to B, maps B to C, it is 
not constant, so it is dominant and satisfies the requirements. D 

The next properties we need are specific to curves. We give them without proofs 
(cf. [Ha], [Sh], [Fu]): 

Proposition 2. Given a map p : C -^ B of irreducible curves, one can complete 
C C C, B C B to two projective curves C, B so that the map extends to these 
curves. 

The extended map p is now surjective, and thus given a point p e B there is a 
point q £ C with p(^) = p. 

The final property of curves that we need is the local analytic description. 

Proposition 3. Given a curve C and a point p e C there is an analytic map f 
of a disk D to C such that f(0) = p and f restricted to D — {0} is an analytic 
isomorphism to an open set ofC. ̂ ^^ 

All these statements justify the first two steps of the proof of the H-M criterion. 
The analytic coordinate can be replaced in positive characteristic by a formal 

power series argument which still can be used to prove the theorem. 
The third step is an easy Gaussian elimination. We construct the two matrices 

a(t),b(t) as products of elementary operations on rows and colunms as follows. 
First, permuting rows and colunms (i.e., multiplying on the right and left by permu
tation matrices) we may assume that the order of pole of /xi i(r) is the highest of 

141 Now open means in the usual complex topology and not in the Zariski topology. 
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all entries of the matrix. Next, for each / = 2 , . . . , n, A6/,I(0MI,I(0~^ is holomor-
phic, and subtracting from the i^^ row the first multiplied by /x/,l(OMl,l(0~^ one 
can make 0 all the elements of the first column except the first, and similarly for the 
first row. Next write MI , I (0 = t""' f{t) with / ( / ) holomorphic and /(O) ^ 0. To 
divide the first row by f{t) is equivalent to multiplying by a diagonal matrix with 
holomorphic entries / ( r )~^ 1 , . . . , 1. 

Ir"̂ ' 0 
After this step /x(r) becomes a block matrix 

0 MiCO 
, and now we continue 

by induction. 
In order to extend the proof to any linearly reductive group one has to replace the 

last step of Gaussian elimination with a similar argument. This can be done using the 
Bruhat decomposition. 

The Hilbert-Mumford criterion is quite effective in determining unstable points. 
For instance Hilbert showed: 

Proposition (Hilbert). Consider the action of SL{2) on homogeneous polynomials 
of degree n (the binary forms). Such a homogeneous form defines n points (its roots), 
perhaps with some coincidences and multiplicitiesy on the projective line. A form is 
unstable if and only if one of its zeroes has multiplicity > n/2. 

Proof Every 1-parameter group is conjugate to one contained in the standard di
agonal torus, and up to conjugacy and reparametrization, we can assume it is 

u-i ol 
. This group transforms a form fix,y) = the 1-parameter group / 0 

EU^i^"~'y into the form ELo«/(^^)"~'(^"V)' = E / .o^ /^"" ' ' ^ "" ' / - Com
puting the limit, we have 

limVa/r'^-^'A:"-'/ = 0 

if and only if at = 0 , Vn - 2/ < 0. This implies that ;c"~^ divides / (x , y), where 
k is the minimum integer for which n — 2k > 0. Hence the point (0, 1) is a root of 
multiplicity n — k > n/2. D 

The reader can try to determine the unstable points in the various examples in 
which we constructed the invariants explicitly. For instance, for the conjugation ac
tion of m-tuples of matrices one has: 

An m-tuple of matrices is unstable if and only if it can be simultaneously conju
gated to an m-tuple of strictly upper triangular matrices. This happens if and only if 
the given matrices generate a nilpotent subalgebra of the algebra of matrices. 

5 The Cohen-Macaulay Property 

5.1 Hilbert Series 

Let A = F[t2i, . . . , flfc] be a finitely generated algebra over a field F. A theorem 
which is now standard, but is part of the ideas developed by Hilbert, and known 
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as the Hilbert basis theorem, is that A is the quotient A — F [ x i , . . . , x^^]// of a 
polynomial ring modulo a finitely generated ideal. In other words once an algebra is 
finitely generated, then it is 2\.^o finitely presented by generators and relations. 

Suppose now that A (as usual with algebras of invariants) is also a graded algebra, 
A — 0 j^o ^i' ^^ assume that AQ = F and the elements at are homogeneous of 
some degrees hi > 0. In this case we also have that A, is a finite-dimensional vector 
space, so if we denote by di := dim/r A, we have dt < oo and we can form the 
Hilbert series: 

00 

(5.1.1) HA(t):=J2dit^. 
i=0 

The same construction can be performed when we consider a finitely generated 
graded module M — Xl/=i ^"/ ^^^^ a finitely generated graded algebra A = 
F[au...,akl 

Let us then make the basic remark. Let / : M -^ Â  be a graded morphism of 
graded modules. Let / be the degree of / , this means that f(Mk) C Nk-^t for all k. 
We have that Ker/ and Im/ are graded submodules of M, N respectively. We have 
for all k an exact sequence: 

0 ^ (Ker / ) , ^ M, ^ ^,+, ^ (Coker/),+, ^ 0 

from which 

dim((Ker/),) - dim(M,) + dim(yv,+,) - dim((Coker/),+,) = 0. 

We multiply by r̂ "̂ ' and sum to get 

(5.1.2) i /coker / (0 - ^ ' / / k e r / ( 0 = H^it) - t^ HMH). 

Theorem. Let M be a finitely generated graded module over the graded polynomial 
ring F[xi,... ,Xm] where degx/ = hi. Then, for some integeres w, v 

(5.1.3) HMit) = ^m , : . . . Pit) = Y.^'^'' ^ ' ^ ^ • 

If Mi =0 when i < 0, then p(t) is a polynomial in t (u = 0). 

Proof By induction on m, if m = 0, then M is a finite-dimensional graded vec
tor space and the statements are clear. Assume m > 0 and consider the map 
/ : M —^ M given by multiplication by JC^ . It is a graded morphism of degree hm, 
and by construction, Ker / and Coker / are both finitely generated graded modules 
annihilated by jc^. In other words they can be viewed as F[xi,..., Xm-i] modules, 
and by induction 

From 5.1.2, 

h h t^""P\it) - piit) 
t''-H^..f{t) - / / coker / (0 = (1 - r ' ' " ) / / M ( 0 = ^ / / M ( 0 = r ^ n / , fh\- ° 

1 l/=ivl t ') 
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Notice in particular that: 

Proposition. For the graded polynomial ring A := F[x\,... ,Xm\ where degx/ = 
hi, we have 

(5.1.4) H^it) = ^ 

Proof. This follows from the previous proof, or from the fact that if we have two 
graded vector spaces M = 0M/, Â  = 07V,- and set (M (g) Â )̂  := 0/+^=,^ M/ (g) Â -̂, 
then we have 

HM^N(t) = HMiOH^it), F[Xu . . . , ̂ m] = F[X\] (8) F[X2] (8) • • • (8) F[Xml 

1 
HF[x]it) = 

1 - r^egAC • 

5.2 Cohen-Macaulay Property 

There are two special conditions on graded algebras which are useful and which 
appear for algebras of invariants: the Cohen-Macaulay and the Gorenstein property. 

These conditions are not exclusive to graded algebras but for simplicity we for
mulate them in this important case (cf. [E]). 

Definition 1. A finitely generated graded algebra A = F[a\,..., am] is said to be 
Cohen-Macaulay if there exist homogeneous elements u\,... ,Uk € A (a regular 
system of parameters) with the two properties: 

(i) The elements ut are algebraically independent, i.e., the algebra they generate is 
a polynomial ring in the w,. 

(ii) The ring A is a finite free module over B := F[u\,..., Uk]. 

Condition (ii) implies the existence of homogeneous elements pi,..., pr such 
that 

(5.2.1) A = 0;^^F[wi,...,w,]A. 

If hi, i = 1 , . . . , k, is the degree of Ui and £y, j = 1 , . . . , r, the degree of pj, we 
deduce 

(5.2.2) HAU) = 
E;. f^J 

nUi-t"-) 
When A is C-M, a regular system of parameters is clearly not unique. Nevertheless 
one can prove (cf. [E]) that if u i , . . . , i;̂  G A and A/(v\,..., u )̂ is finite dimen
sional, then s > k. If furthermore s = k, then v\,.. .,Vs is a regular system of 
parameters. 

The Gorenstein property is subtler and it is best to explain it first for a finite-
dimensional graded algebra. Assume A = F[a\,... ,ak] = 0 j = o ^ i ^^^^ ^ ^ T̂  ^' 
such that the highest degree component is finite dimensional. For the Gorenstein 
property we need two conditions: 
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(i) dim A AT = 1. 

Let AN = Fuj^. Define t \ A -^ Fhy t(a) = 
|0 lia eAi,i<N\ 

[t{fuN) = f. feF. 
(ii) The symmetric bilinear form t(ab) on A is nondegenerate. 

Definition2. A finitely generated graded algebra A — F[ai,... ,am] is said to be 
Gorenstein if there exists a regular system of parameters u\,.. .,Uk e A such that 
the finite-dimensional algebra D := F[a\,..., am\/{u\,... ,Uk) is Gorenstein. 

One can prove again that if the property is verified for one single system of 
parameters it is verified by all systems. 

For a finite-dimensional algebra A with maximum degree Â , the Gorenstein 
property implies that t{ab) establishes an isomorphism between A/ and A]^_. for 
all /. In particular we have a consequence for the Hilbert series of a Gorenstein al
gebra, it is of the form 5.2.2, with the further restriction that the numerator p(t) 
is a polynomial with nonnegative integer coefficients, constant term 1 and with the 
symmetry p(t) = t^p(t~^) where Â  = dcgp(t). 

An important theorem of Hochster and Roberts [HR] (see also [B-H] for a short 
proof due to Knop) is: 

Theorem. If G is a linearly reductive group and M a rational representation, then 
the ring of invariants of G acting on M is Cohen-Macaulay. If furthermore G is 
contained in the special linear group, the ring of invariants is even Gorenstein. 

It is in fact quite interesting to see explicitly these properties for the rings of 
invariants that we studied in Chapter 11. A lot of interesting combinatorics is associ
ated to this property (cf. [Gar], [Stan]). 




