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Group Representations 

In this chapter we want to have a first look into the representation theory of vari­
ous groups with extra structure, such as algebraic or compact groups. We will use 
the necessary techniques from elementary algebraic geometry or functional analy­
sis, referring to standard textbooks. One of the main points is a very tight relation­
ship between a special class of algebraic groups, the reductive groups, and compact 
Lie groups. We plan to illustrate this in the classical examples, leaving the general 
theory to Chapter 10. 

1 Characters 

1.1 Characters 

We want to deduce some of the basic theory of characters of finite groups and more 
generally, compact and reductive groups. We start from some general facts, valid for 
any group. 

Definition. Given a linear representation p : G -> GL(V) of a group G, where V 
is a finite-dimensional vector space over a field F, we define its character to be the 
following function on G^^ 

Xpig) :=iT(p{g)). 

Here tr is the usual trace. We say that a character is irreducible if it comes from 
an irreducible representation. 

Some properties are immediate (cf. Chapter 6, §1.1). 

^̂  There is also a deep theory for infinite-dimensional representations. In this setting the trace 
of an operator is not always defined. With some analytic conditions a character may also 
be a distribution. 
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Proposition 1. 

(V Xp(8) = Xp(^§^~^)y ^^^^ ^ (j- The character is constant on conjugacy 
classes. Such a function is called a class function. 

(2) Given two representations p\, p2 ^e have 

v A - A - i ) Xp\®P2 ^ Xp\ I Xp2' Xp\®P2 ^^ Xp\Xp2' 

(3) If p is unitarizable, the character of the dual representation p* is the conjugate 

ofXp-' 

(1.1.2) Xp* = Xp. 

Proof Let us prove (3) since the others are clear. If p is unitarizable, there is a basis 
in which the matrices A{g) of p(g) are unitary. In the dual representation and in the 
dual basis the matrix A*(g) of p*(g) is the transposed inverse of A{g). Under our 
assumption A(g) is unitary, hence (A(g)~^y = A(g) and Xp*(g) = tr(A*(^)) = 
tr(Ate)) = t r (A te ) )=3(7^ . D 

We have just seen that characters can be added and multiplied. Sometimes it is 
convenient to extend the operations to include the difference xi — X2 of two charac­
ters. Of course such a function is no longer necessarily a character but it is called a 
virtual character. 

Proposition 2. The virtual characters of a group G form a commutative ring called 
the character ring ofG. 

Proof. This follows immediately from 1.1.1. • 

Of course, if the group G has extra structure, we may want to restrict the repre­
sentations, hence the characters, to be compatible with the structure. For a topologi­
cal group we will restrict to continuous representations, while restricting to rational 
ones for algebraic groups. We will thus speak of continuous or rational characters. 

In each case the class of representations is closed under direct sum and tensor 
product. Thus we also have a character ring, made by the virtual continuous (respec­
tively, algebraic) characters. 

Example. In Chapter 7, §3.3 we have seen that for a torus T of dimension n, the 
(rational) irreducible characters are the elements of a free abelian group of rank n. 
Thus the character ring is the ring of Laurent polynomials Z[xf ^ . . . , x^^]. Inside 
this ring the characters are the polynomials with nonnegative coefficients. 

1.2 Haar Measure 

In order to discuss representations and characters for compact groups we need some 
basic facts from the theory of integration on groups. 

The type of measure theory needed is a special case of the classical approach to 
the Daniell integral (cf. [DS]). 
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Let X be a locally compact topological space. We use the following notation: 
Co(X, R) denotes the algebra of real-valued continuous functions with compact sup­
port, while Co(X) and C{X) denote the complex-valued continuous functions with 
compact support, respectively, all continuous functions. If X is compact, every func­
tion has compact support, hence we drop the subscript 0. 

Definition. An integral on X is a nonzero linear map / : Co(X, R) -^ R, such that 
if / G Co(X, R) and fix) > 0, Vjc G X (a positive function) we have / ( / ) > 0.'*̂  

If X = G is a topological group, we say that an integral / is left-invariant if, for 
every function f(x) e Co(X, R) and every ^ G G, we have I (fix)) = lifig'^x)). 

Measure theory allows us to extend a Daniell integral to larger classes of func­
tions, in particular to the characteristic functions of measurable sets, and hence de­
duce a measure theory on X in which all closed and open sets are measurable. This 
measure theory is essentially equivalent to the given integral. Therefore one uses 
often the notation dx for the measure and lif) = f fix)dx for the integral. 

In the case of groups the measure associated to a left-invariant integral is called 
a left-invariant Haar measure. 

In our treatment we will mostly use O functions on X. They form a Hilbert space 
L^iX), containing as a dense subspace the space Co(X); the Hermitian product is 
I(fix)'gix)). A basic theorem (cf. [Ho]) states that: 

Theorem. On a locally compact topological group G, there is a left-invariant mea­
sure called the Haar measure. 

The Haar measure is unique up to a scale factor 

This means that if / and / are two left-invariant integrals, there is a positive 
constant c with / ( / ) = cJif) for all functions. 

Exercise. If / is a left-invariant integral on a group G and / a nonzero positive 
function, we have / ( / ) > 0. 

When G is compact, the Haar measure is usually normalized so that the volume 
of G is 1, i.e., / ( I ) = 1. Of course G also has a right-invariant Haar measure. In 
general the two measures are not equal. 

Exercise. Compute the left and right-invariant Haar measure for the two-dimen­
sional Lie group of affine transformations of R, JC h-> ax -\-b. 

If h e G and we are given a left-invariant integral / /(JC), it is clear that / \-> 
f fixh) is still a left-invariant integral, so it equals some multiple c(/i) / fix). The 
function c(/z) is inmiediately seen to be a continuous multiplicative character with 
values positive numbers. 

Proposition 1. For a compact group, the left and right-invariant Haar measures are 
equal. 

^^ The axioms of the Daniell integral in this special case are simple consequences of these 
hypotheses. 
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Proof. Since G is compact, c{G) is a bounded set of positive numbers. If for some 
h e G "we had c(h) 7̂  1, we then have lim„^oo c(h^) = lim„_»oo cih)"^ is 0 or 00, a 
contradiction. n 

We need only the Haar measure on Lie groups. Since Lie groups are differen-
tiable manifolds one can use the approach to integration on manifolds using differ­
ential forms (cf. [Spi]). In fact, as for vector fields, one can find n = dim G left-
invariant differential linear forms T/T/, which are a basis of the cotangent space at 1 
and so too at each point. 

Proposition 2. The exterior product a; := 1/̂1 A 1/̂2 A . . . A T//"„ w a top-dimensional 
differential form which is left-invariant and defines the volume form for an invariant 
integration. 

Proof Take a left translation Lg. By hypothesis L*(tl/i) = V̂/ for all /. Since L* 
preserves the exterior product we have that a; is a left-invariant form. Moreover, 
since the \l/i are a basis at each point, oj is nowhere 0. Hence co defines an orientation 
and a measure on G, which is clearly left-invariant. • 

1.3 Compact Groups 

The Haar measure on a compact group allows us to average functions, thus getting 
projections to invariants. Recall that for a representation V of G, the space of invari­
ants is denoted by V^. 

Proposition 1. Let p : G -> GL(V) be a continuous complex finite-dimensional 
representation of a compact group G (in particular a finite group). Then (using Haar 
measure), 

(1.3.1) d i m c V ^ = [ Xp(g)dg. 
JG 

Proof. Let us consider the operator K := f p (g)dg. We claim that it is the projection 
operator on V^. In fact, if f € V^, 

7^(v)= / p(g){v)dg= / vdg = v. 
JG JG 

p{h)K(v)= / p{h)p{g)vdg = / p(hg)vdg = 7T(v) 
JG JG 

Otherwise, 

by left invariance of the Haar integral. 
We then have dime V^ = tr(7r) = tr(/^ p(g)dg) = J^ ixip(g))dg = /^ Xp(g)dg 

by linearity of the trace and of the integral. • 

The previous proposition has an important consequence. 
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Theorem 1 (Orthogonality of characters). Let xx^Xi^^ ^he characters of two ir­
reducible representations P\, Piofa compact group G. Then 

(1.3.2) f Xi(8)X2(g)dg = 
JG 

0 ifpi ^ pi 

1 ifp\ = Pi 

Proof. Let V\, V2 be the spaces of the two representations. Consider hom(^2,^1) = 
Vi (8)̂ 2*-As a representation V\®V2 has character xi(^)x'2(^)'from 1.1.1 and 1.1.2. 

We have seen that homG(V2, Vx) = {Vi^V^)^, hence, from the previous propo­
sition, dimchomG(V2, V\) = /^ X\(g)J2(8)dg- Finally, by Schur's lemma and the 
fact that Vi and V2 are irreducible, homG(V2, Vi) has dimension 0 if pi / P2 and 1 
if they are equal. The theorem follows. D 

In fact a more precise theorem holds. Let us consider the Hilbert space of L^ 
functions on G. Inside we consider the subspace L^(G) of class functions, which is 
clearly a closed subspace. Then: 

Theorem 2. The irreducible characters are an orthonormal basis ofL^iG). 

Let us give the proof for finite groups. The general case requires some ba­
sic functional analysis and will be discussed in Section 2.4. For a finite group G 
decompose the group algebra in matrix blocks according to Chapter 6, §2.6.3 as 
C[G] = 0rM, , . (C) . 

The m blocks correspond to the m irreducible representations. Their irreducible 
characters are the composition of the projection to a factor M/j. (C) followed by the 
ordinary trace. 

A function / = X!geG f(s)8 ^ C[G] is a class function if and only if f(ga) = 
f(ag) or f{a) = f(gag~^), for all a, g e G. This means that / lies in the center of 
the group algebra. 

The space of class functions is identified with the center of C[G]. 
The center of a matrix algebra M/j(C) is formed by the scalar matrices. Thus the 

center of 0 ; " M/,, (C) equals C®'". 
It follows that the number of irreducible characters equals the dimension of the 

space of class functions. Since the irreducible characters are orthonormal they are a 
basis. 

As a corollary we have: 

Corollary, (a) The number of irreducible representations of a finite group G equals 
the number ofconjugacy classes in G. 

(b)Ifh\,...,hr are the dimensions of the distinct irreducible representations of 
G,wehave\G\ = J2ihl 

Proof (a) Since a class function is a function which is constant on conjugacy classes, 
a basis for class functions is given by the characteristic functions of conjugacy 
classes. 

(b) This is just the consequence of 2.6.3 of Chapter 6. n 
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There is a deeper result regarding the dimensions of irreducible representations 
(see [CR]): 

Theorem 3. The dimension h of an irreducible representation of a finite group G 
divides the order ofG. 

The previous theorem allows us to compute a priori the dimensions hi in some 
simple cases but in general this is only a small piece of information. 

We need one more general result on unitary representations which is a simple 
consequence of the definitions. 

Proposition 2. Let V be a Hilbert space and a unitary representation of a compact 
group G.IfV\, V2 are two non-isomorphic irreducible G-submodules ofVy they are 
orthogonal. 

Proof The Hermitian pairing (M, V) induces a G-equivariant, antilinear map j : 
^2 -^ V"*, j(u){v) = (v, u)H. Since G acts by unitary operators, V* = Vi. Thus 
j can be interpreted as a linear G-equivariant map between V2 and V\. Since these 
irreducible modules are non-isomorphic we have j =0. D 

1.4 Induced Characters 

We now perform a computation on induced characters which will be useful when we 
discuss the symmetric group. 

Let G be a finite group, H a subgroup and V a representation of H with charac­
ter xv- We want to compute the character x of Ind^CV) = ®xeG/H^^ (Chapter 1, 
§3.2.2, 3.2.3). An element g e G induces a transformation on ^xec/H^^ which 
can be thought of as a matrix in block form. Its trace comes only from the con­
tributions of the blocks xV for which gxV = xV, and this happens if and only if 
gx e xH, which means that the coset jc// is a fixed point under g acting on G/H. As 
usual, we denote by (G/Hy these fixed points. The condition that xH G (G/HY 
can also be expressed as jc~^gjc G H. 

\f gxV = xV, the map gonxV has the same trace as the map x~^gx onV\ thus 

(1.4.1) x{g)= Y. Xv(^~'^^)-
{G/HY 

It is useful to transform the previous formula. Let Xg := {x e G\x~^gx e H]. 
The next assertions are easily verified: 

(/j The set Xg is a union of right cosets G(g)x where G(g) is the centralizer ofg in 
G. 

(ii) The map n \ x \-^ x"^ gx is a bijection between the set of such cosets and the 
intersection of the conjugacy class Cg ofg with H. 

Proof (i) is clear. As for (ii) observe that x~^gx = {ax)~^gax if and only if a e 
C{g). Thus the G{g) cosets of Xg are the nonempty fibers of jr. The image of TT is 
clearly the intersection of the conjugacy class Cg of g with H. u 
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Decompose Cgf) H = U/O, into //-conjugacy classes. Of course if a e Cg we 
have \G{a)\ = \G(g)\ since these two subgroups are conjugate. Fix an element gt e 
Oi in each class and let H (gt) be the centralizer of gi in H. Then \0i\ = \H\/\H(gi)\ 
and finally 

(1.4.2) 

x(.) = ji^Exvc--^.-) = ^ E E î (-)ixv(-) = E i^xvfe). 

In particular one can apply this to the case V = I. This is the example of the permu­
tation representation of G on G/H. 

Proposition. The number of fixed points of g on G/H equals the character of the 
permutation representation C[G///] and is 

(143) ^( I Q n / / | | G ( , ) | ^ ^ ^ ( g ) ^ 

2 Matrix Coefficients 

2.1 Representative Functions 

Let G be a topological group. We have seen in Chapter 6, §2.6 the notion of matrix 
coefficients for G. Given a continuous representation p : G ^- GL(U) V/Q have a 
linear map iu : End(f/) ^ C(G) given by iu{X)(g) := ir(Xp(g)). We want to 
return to this concept in a more systematic way. 

We will use the following simple fact, which we leave as an exercise. X is a set, 
F a field. 

Lemma. The n functions f (x) ona set X, with values in F, are linearly independent 
if and only if there exist n points p\,..., pn GX with the determinant of the matrix 
fi(Pj) nonzero. 

Lemma-Definition. For a continuous function f e C(G) the following are equiva­
lent: 

(1) The space spanned by the left translates figx), g e G is finite dimensional. 
(2) The space spanned by the right translates f{xg), g e G is finite dimensional 
(3) The space spanned by the bitranslates f(gxh), g,h e G is finite dimensional. 
(4) There is a finite expansion fixy) := Xli=i "/(^)^/(j)-

A function satisfying the previous conditions is called a representative function. 

(5) Moreover, in the expansion (4) the functions ut, u, can be taken as representative 
functions. 
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Proof. Assume (1) and let w/(x), / = 1 , . . . , m, be a basis of the space spanned by 
the functions f(gx), g e G. 

Write f(gx) = J^t ^/(^)"/(^)- This expression is continuous in g. By the pre­
vious lemma we can find m points pj such that the determinant of the matrix with 
entries Ui(pj) is nonzero. 

Thus we can solve the system of linear equations f(gpj) = Yli ^i(8)^i(Pj) by 
Cramer's rule, so that the coefficients u, (g) are continuous functions, and (4) follows. 
(4) is a symmetric property and clearly impHes (1) and (2). 

In the expansion f(xy) := X!f=i ^tM^tiy) we can take the functions f, to 
be a basis of the space spanned by the left translates of / . They are representative 
functions. We have that 

k k k k 

f(xzy) := ^Ui(xz)vi{y) = ^Ui(x)vi{zy) = ^Ui(x)Y^Ci,h(z)vh(y) 
/=1 /=1 /=1 h=\ 

implies Ui(xz) = Ylh=\ ^h(x)chi(z) implying (5) and also (3). D 

Proposition 1. The set TG of representative functions is an algebra spanned by the 
matrix coefficients of the finite-dimensional continuous representations ofG. 

Proof The fact that it is an algebra is obvious. Let us check the second statement. 
First, a continuous finite-dimensional representation is given by a homomorphism 
p : G -^ GL(n, C). The entries p{g)ij by definition span the space of the cor­
responding matrix coefficients. We have that p(xy) = p(x)p(y), which in matrix 
entries shows that the functions p{g)ij satisfy (4). 

Conversely, let f(x) be a representative function. Clearly also f(x~^)is represen­
tative. Let Ui(x) be a basis of the space U of left translates, fig"^) = X!/=i ciiUi(g). 
U isa. linear representation by the left action and Ui(g~^x) = J2j Cij{g)uj(x) where 
the functions Cij{g) are the matrix coefficients of U in the given basis. We thus have 
Ui(g-') = Ej Cijig)uj(l) and f(g) = E L I «/ Ey Cij(g)uj(l). 

If G, A' are two topological groups, we have that 

Proposition 2. Under multiplication f(x)g(y) we have an isomorphism 

TG<^TK = TGXK-

Proof The multiplication map of functions on two distinct spaces to the product 
space is always an isomorphism of the tensor product of the spaces of functions to 
the image. So we only have to prove that the space of representative functions of 
G X K is spanned by the functions i/̂ (jc, >') := f(x)g(y), f(x) e TG, g(y) G TK. 

Using the property (4) of the definition of representative function we have that if 
f(xiX2) = E / w/(xi)i;/(x2), g(yu yi) = Efc ^k(y\)Zkiy2), then 

^({xu y\)(x2, yi)) = ^Ui{xi)wk(yi)vi{x2)zk(y2)' 
i,k 

Conversely, if xl/(x, y) is representative, writing {x,y) = (x, 1)(1, y) one immedi­
ately sees that ij/ is in the span of the product of representative functions. D 
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Finally, let p : / / -> A' be a continuous homomorphism of topological groups. 

Proposition 3. If f(k) is representative on K, then f{p(k)) is representative in H. 

Proof. We have f{xy) = E/"/(•^)^/(j)' hence f{p{ab)) = f(p{a)p(b)) = 

In terms of matrix coefficients what we are doing is to take a representation of K 
and deduce, by composition with p, a representation of H. 

Particularly important for us will be the case of a compact group K, when all the 
finite-dimensional representations are semisimple. We then have an analogue of 

Theorem. The space TK is the direct sum of the matrix coefficients V* 0 V, as 

Vi e K runs on the set of different irreducible representations ofK. 

(2.1.1) '^'^=®v.K^*®^-

Proof The proof is essentially identical to that of Chapter 7, §3.1. D 

2.2 Preliminaries on Functions 

Before we continue our analysis we wish to collect two standard results on function 
theory which will be useful in the sequel. The first is the Stone-Weierstrass theorem. 
This theorem is a generalization of the classical theorem of Weierstrass on approxi­
mation of continuous functions by polynomials. 

In its general form it says: 

Stone-Weierstrass theorem. Let A be an algebra of real-valued continuous func­
tions on a compact space X which separates points.^^ Then either A is dense in 
C(X, R) or it is dense in the subspace ofC{X, R) of functions vanishing at a given 
point a.^^ 

Proof Let A be such an algebra. If 1 G A, then we cannot be in the second case, 
where / ( a ) = 0, V/ G A. Otherwise we can add 1 to A and assume that 1 G A. 
Then let S be the uniform closure of A. The theorem can thus be reformulated as 
follows: if S is an algebra of continuous functions, which separates points, 1 G 5, 
and S is closed under uniform convergence, then S = CQ(X, R ) . 

We will use only one statement of the classical theorem of Weierstrass, the fact 
that given any interval [—n, «], the function |jc| can be uniformly approximated by 
polynomials in this interval. This implies for our algebra S that if f(x) e S, then 
|/(jc)| G S. From this we immediately see that if / and g e S, the two functions 
min(/, g) = if + g-\f- g\)/2 and max(/, g) = ( / + g + 1/ - g\)/2 are in S. 

Let jc, J be two distinct points in X. By assumption there is a function a e S 
with a(x) ^ a(y). Since the function I e S takes the value 1 at ;c and y, we can 

^̂  This means that, given a,b e X,a ^ b, there is an / G A with f(a) ^ fib). 
^^ If X = {p\,..., pn) is a finite set, the theorem is really a theorem of algebra, a form of the 

Chinese Remainder Theorem. 
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find a linear combination g of a, 1 which takes at x,y any prescribed values. Let 
/ e Co(X, R) be a function. By the previous remark we can find a function gx,y G S 
with gx,y(x) = f(x), gx,y(y) = f (y)• Givcu any € > 0 we can thus find an open 
set Uy such that gx,y(z) > f(z) — € for all z e Uy. By compactness of X we 
can find a finite number of such open sets Uy. covering X. Take the corresponding 
functions gx^y^. We have that the function gx := msix(gx,y.) € S has the property 
gxM = fix), gx(z) > f(z) - €, Vz G X. Again there is a neighborhood Vx of 
X such that gx(z) < f(z)-\-€, Wz € Vx. Cover X with a finite number of these 
neighborhoods Vxj. Take the corresponding functions gxj. We have that the function 
g := rmn(gxj) e S has the property \g{z) — f(z)\ < e, Vz e X. Letting € tend to 0, 
since S is closed under uniform convergence, we find that / € 5, as desired. a 

We will often apply this theorem to an algebra A of complex functions. In this 
case we easily see that the statement is: 

Corollary. If A C C{X) is an algebra of complex functions which separates points 
in X, 1 G A, A is closed under uniform convergence and A is closed under complex 
conjugation, then A = C(X). 

For the next theorem we need to recall two simple notions. These results can be 
generalized but we prove them in a simple case. 

Definition. A set A of continuous functions on a space X is said to be uniformly 
bounded if there is a positive constant M such that | / (JC) | < M for every / e 
A,x eX. 

A set A of continuous functions on a metric space X is said to be equicontinuous 
if, for every 6 > 0, there is a <5 > 0 with the property that \f(x) — f(y)\ < €, V(x, y) 
with Jcy < 8 and V/ e A. 

We are denoting by Jy the distance between the two points x,y. 
Recall that a topological space is^r^r countable if it has a dense countable subset. 

Theorem (Ascoli-Arzela). A uniformly bounded and equicontinuous set A of con­
tinuous functions on a first countable compact metric space X is relatively compact 
in C(X), i.e., from any sequence f e A we may extract one which is uniformly 
convergent. 

Proof. Let p\, P2, -- -, Pk^ -- • be a dense sequence of points in X. Since the func­
tions fi are uniformly bounded, we can extract a subsequence î := / / , /2^ . . . , f^, 
... from the given sequence for which the sequence of numbers f^ipx) is conver­
gent. Inductively, we construct sequences Sk where Sk is extracted from Sk-\ and the 
sequence of numbers fj^ipk) is convergent. It follows that for the diagonal sequence 
Fi := fl, we have that the sequence of numbers Fi(pj) is convergent for each j . 
We want to show that Ft is uniformly convergent on X. We need to show that Ft is 
a Cauchy sequence. Given € > 0 we can find by equicontinuity a. 8 > 0 with the 
property that | /(JC) — f{y)\ < e, V(jc, y) with ley < 8 and V/ e A. By compactness 
we can find a finite number of points qj, j = I,... ,m, from our list /?, such that for 



3 The Peter-Weyl Theorem 205 

a\\x e X, there is one of the qj at a distance less than 8 from x. Let k be such that 
l^^si^j) — Ft(qj)\ < €, Vj = 1 , . . . , m, V5, t > k. For each x find a ŷ at a distance 
less than 5, then 

\F,(x) - F,{x)\ = \Fs{x) - FMj) - Ftix) + F,{qj) + FAqj) - FMj)\ 

< 3€, V ,̂ t >k. D 

2.3 Matrix Coefficients of Linear Groups 

One possible approach to finding the representations of a compact group could be to 
identify the representative functions. In general this may be difficult but in a special 
case it is quite easy. 

Theorem. Let G C U(n,C) be a compact linear group. Then the ring of repre­
sentative functions of G is generated by the matrix entries and the inverse of the 
determinant. 

Proof Let A be the algebra of functions generated by the matrix entries and the 
inverse of the determinant. Clearly A c 7G by Proposition 2.2. Moreover, by matrix 
multiplication it is clear that the space of matrix entries is stable under left and right 
G action, similarly for the inverse of the determinant and thus A is G x G-stable. 

Let us prove now that A is dense in the algebra of continuous functions. We 
want to apply the Stone-Weierstrass theorem to the algebra A which is made up of 
complex functions and contains \. In this case, besides verifying that A separates 
points, we also need to show that A is closed under complex conjugation. Then we 
can apply the previous theorem to the real and imaginary parts of the functions of A 
and conclude that they are both dense. 

In our case A separates points since two distinct matrices must have two different 
coordinates. A is closed under complex conjugation. In fact the conjugate of the 
determinant is the inverse, while the conjugates of the entries of a unitary matrix X 
are entries oi X~^. The entries of this matrix, by the usual Cramer rule, are indeed 
polynomials in the entries of X divided by the determinants, hence are in A. 

At this point we can conclude. If A ^ 7G, since they are both G x G representa­
tions and TG = 0 , V̂* 0 V, is a direct sum of irreducible G xG representations, for 
some / we have V* (g) V/ Pi A = 0. By Proposition 2 of L3 this implies that V* 0 Vi 
is orthogonal to A and this contradicts the fact that A is dense in C(G). D 

Given a compact Lie group G it is not restrictive to assume that G C U(n,C). 
This will be proved in Section 4.3 as a consequence of the Peter-Weyl theorem. 

3 The Peter-Weyl Theorem 

3.1 Operators on a Hilbert Space 

The representation theory of compact groups requires some basic functional analysis. 
Let us recall some simple definitions. 
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Definition 1. A norm on a complex vector space V is a map i; i-^ ||i;|| € R"̂ , satis­
fying the properties: 

||i;|| =0 ^=^ ^ = 0^ iiavW = \a\\\vl \\v + w\\ < \\v\\ + ||u;||. 

A vector space with a norm is called a normed space. 

From a norm one deduces the structure of metric space setting as distance Jy := 
\\x-y\l 

Definition 2. A Banach space is a normed space complete under the induced metric. 

Most important for us are Hilbert spaces. These are the Banach spaces where 
the norm is deduced from a positive Hermitian form \\v\\^ = (u, v). When we talk 
about convergence in a Hilbert space we usually mean in this norm and also speak 
of convergence in mean.^^ All our Hilbert spaces are assumed to be countable, and 
to have a countable orthonormal basis. 

The special properties of Hilbert spaces are the Schwarz inequality \(u,v)\ < 
\\u\\ III'll, and the existence of orthonormal bases w, with (w,, Uj) = Sj. Then v = 
Zli^iC^' W/)M/ for every vector v e H, from which ||i;||^ = X!/^i K '̂ "i)l^- This is 
called the Parseval formulaP 

The other Banach space which we will occasionally use is the space C{X) of 
continuous functions on a compact space X with norm the uniform norm ||/||oo •= 
maXjtex l/(-^)l- Convergence in this norm is uniform convergence. 

Definition 3. A linear operator T . A -^ B between normed spaces is bounded if 
there is a positive constant C such that ||r(i;)|| < C||t;||, Vi; G A. 

The minimum such constant is the operator norm || T || of T. 

By linearity it is clear that | |r | | = supn^u î 117̂ (1̂ )11. 

Exercise. 

1. The sum and product of bounded operators are bounded. 

Il^rii = i^iiini, WaTr+bm < \a\\\T,\\ + |Z7|||r2ii, m o 2̂11 < ||ri||||r2i|. 

2. If B is complete, bounded operators are complete under the norm || T ||. 

When A = B bounded operators on A will be denoted by B(A). They form an 
algebra. The previous properties can be taken as the axioms of a Banach algebra. 

Given a bounded^^ operator T on a Hilbert space, its adjoint 7* is defined by 
(Tv, w) = (v, T*w). We are particularly interested in bounded Hermitian operators 
(or self-adjoint), i.e., bounded operators T for which (Tu, v) = (w, Tv), Vw, v e H. 

^̂  There are several other notions of convergence but they do not play a role in our work. 
^^ For every n we also have \\v\\^ > Yl'i=i K '̂ ^i)\^^ which is called BesseVs inequality. 
^^ We are simplifying the theory drastically. 
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The typical example is the Hilbert space of L^ functions on a measure space X, 
with Hermitian product (/, g) = f^ f(x)g(x)dx. An important class of bounded 
operators are the integral operators Tf{x) := /^ K(x, y)f{y) dy. The integral ker­
nel K(x, y) is itself a function on X x X with some suitable restrictions (like L^). If 
K(x, y) — K(y, x) we have a self-adjoint operator. 

Theorem 1. (1) If A is a self-adjoint bounded operator, \\A\\ 
(2) For any bounded operator \\T\\^ = ||r*r||.^^ 

supiî ll̂ i |(Ai;, i;)|. 

Proof (1) By definition if ||u|| = 1 we have ||Ai;|| < ||A|| hence \(Av, v)\ < \\A\\ 
by the Schwarz inequality.^^ In the self-adjoint case (A^u, v) = (Av, Av). Set 
Â  := sup||y|j^i I (AD, U)|. If A > 0, we have 

\\Avf = - (A(XV -h -Av), Xv -h -Avj - (A(XV - -Av\ kv - -Avj 

i f II 1 

^ N\\vf r , 1 \\Av\ 

2 L '̂ ll'̂ ll 

For Av ^ 0 the minimum on the right-hand side is obtained when 

-\-N Xv Av 
X 

^2^ \\M\ 
smce ( '̂+r'=(^-D'+^^^ '̂)-

Hence 

|Ai;||^<A^||Ai;||||HI ||Ai;||<A^||i;|i 

Of course this holds also when Av = 0, hence || A|| < Â . 
(2) ||r||2 = sup|„||^i(ri;, Tv) = sup||,„^i \iT*Tv, v)\ = | | r*r | | from 1. D 

Recall that for a linear operator T an eigenvector i; of eigenvalue A € C is a vector 
with Tv = Xv. If T is self-adjoint, necessarily X € R. Eigenvalues are bounded by 
the operator norm. If X is an eigenvalue, from Tv = Xv we get ||ri;| | = |A|||u||, 
hence II r II > |X|. 

In general, actual eigenvectors need not exist, the typical example being the op­
erator f(x) i-> g(x)f{x) of multiplication by a continuous function on L^ functions 
on [0, 1]. 

Lemma l.IfA is a self-adjoint operator v, w two eigenvectors of eigenvalues a i^ 
P, we have (v,w) = 0. 

^̂  This property is taken as an axiom for C* algebras. 
^̂  This does not need self-adjointness. 
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Proof. 

a{v, w) = (Av, w) = (v, Aw) 

= P(v,w) =^ {a- p){v,w) = 0 = » (v,w)=0. D 

There is a very important class of operators for which the theory better resem­
bles the finite-dimensional theory. These are the completely continuous operators or 
compact operators. 

Definition 4. A bounded operator A of a Hilbert space is completely continuous, or 
compact if, given any sequence vi of vectors of norm 1, from the sequence A{vi) one 
can extract a convergent sequence. 

In other words this means that A transforms the sphere ||i;|| = 1 in a relatively 
compact set of vectors, where compactness is by convergence of sequences. 

We will denote by I the set of completely continuous operators on H. 

Proposition. I is a two-sided ideal in B{H), closed in the operator norm. 

Proof. Suppose that A = Hm/^oo At is a limit of completely continuous operators 
A,. Given a sequence Vi of vectors of norm 1 we can construct by hypothesis for 
each /, and by induction a sequence si := (f/iO)' ^tiiO^ • • •' ^ik(i)^ • • •) ^^ ^̂ ^̂  ^i 
is a subsequence of 5/_i and the sequence A/(i;/j(/)), A/(i;/2(,)),..., A/(i;/^(/)),... is 
convergent. 

We then take the diagonal sequence Wk := Vi^(k) and see that A(wk) is a. Cauchy 
sequence. In fact given 6 > 0 there is an Â  such that || A — A, || < e/3 for all / > Â , 
there is also anM such that ||AA (̂i;/̂ (yv)) — AAr(i'/̂ (Ar))|| < €/3 forall/i,/: > M.Thus 
when h <k > max(A ,̂ M) we have that i;/̂ (jt) = Vi^(t) for some t >k, and so 

\\A(wh) - A(wk)\\ = \\AiVi,(^h)) - AhiVi.ih)) + AhiVi^i'h)) - A{Vi,^k))\\ 

< ||A(u/,(/,)) - Ahivi,(^h))\\ + \\Ah(vi,(h)) - Ah(Vi,^t))\\ 

-\- WAhiVi^i^t)) - Mvk(t))\\ <^-

The property of being a two-sided ideal is almost trivial to verify and we leave it 
as exercise. n 

From an abstract point of view, completely continuous operators are related to 
the notion of the complete tensor product H^H, discussed in Chapter 5, §3.8. Here 
H is the conjugate space. We want to associate an element p{u) e l to an element 
u e H^H. 

The construction is an extension of the algebraic formula 3.4.4 of Chapter 5.̂ ^ We 
first define the map on the algebraic tensor product as in the formula p(u <S> v)w := 
u(w,v). Clearly the image of P(M 0 v) is the space generated by u; hence p(H (^H) 
is made of operators with finite-dimensional image. 

57 We see now why we want to use the conjugate space: it is to have bilinearity of the map p. 
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Lemma 2. The map p : H ^ H -> B{H) decreases the norms and extends to a 
continuous map p : H^H -^ X c B(H). 

Proof. Let us fix an orthonormal basis M/ of / / . We can write an element v e H (^ H 

as a finite sum v = YlT,j=i ^tj^t ^ "y• Its norm in / / 0 / / is JYlij l^tj P-

Given w := ^^^ a/jM/i we deduce from the Schwarz inequality for ||p(f)(w;)|| that 

Piv) i^ahUh) 

N 
E ( E I ^ ^ I ' ) E I ^ ' ' ^ I ' ) = 11̂1111̂11 

Since the map decreases norms it extends by continuity. Clearly bounded operators 
with finite range are completely continuous. From the previous proposition, limits of 
these operators are also completely continuous. D 

In fact we will see presently that the image of p is dense in I, i.e., that every 
completely continuous operator is a limit of operators with finite-dimensional image. 

Warning. The image of p is not J . For instance the operator T, which in an ortho-
normal basis is defined by T(ei) := -77 /̂, is not in Im(p). 

The main example of the previous construction is given by taking H = L^(X) 
with X a space with a measure. We recall a basic fact of measure theory (cf. [Ru]). If 
X, Y are measure spaces, with measures djx.dv, one can define a product measure 
djixdv on X X Y. If /(JC), g(y) are L^ functions on X, Y respectively, we have that 
fMgiy) is L^ on X X y and 

/ f(x)g{y)dfidv 
JxxY 

j f{x)diij g{y)dv. 

Lemma 3. The map i : f (x) ^ g{y) \-^ f{x)g{y) extends to a Hilbert space iso­
morphism L^(X)<S)L^{Y) = L^{X X y). 

Proof. We have clearly that the map / is well defined and preserves the Hermi-
tian product; hence it extends to a Hilbert space isomorphism of L^{X)<^L^(Y) 
with some closed subspace of L^(X x F). To prove that it is surjective we use 
the fact that, given measurable sets A c X, B c Y of finite measure, the char­
acteristic function XAX^ of A x B is the tensor product of the characteristic func­
tions of A and B. By standard measure theory, since the sets A x B generate the 
a-algebra of measurable sets in X x y, the functions XAXB span a dense subspace of 
L^CX X Y). D 
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Proposition 1. An integral operator Tf(x) :=^ f^ K(x, y)f(y)dy, with the integral 
kernel in L^(X x Z), is completely continuous. 

Proof. By the previous lemma, we can write K(x, y) ~ ^ - j CijUi(x)uj{y) with 
Ui(x) an orthonormal basis of L^{X). We see that Tf{x) = J2i j ^tj^ti^) fx^j(y) 
f(y)dy = J2ij CijUi (/, Uj). Now we apply Lemma 2. D 

We will also need a variation of this theme. Assume now that Z is a locally 
compact metric space with a Daniell integral. Assume further that the integral kernel 
K{x,y) is continuous and has compact support. 

Proposition 2. The operator Tf(x) := f^ K(x, y)f(y)dy is a bounded operator 
from L^(X) to Co(X). It maps bounded sets of functions into uniformly bounded and 
equicontinuous sets of continuous functions. ̂ ^ 

Proof Assume that the support of the kernel is contained in A x B with A, B com­
pact. Let m be the measure of B. First, Tf(x) is supported in A, and it is a continu­
ous function. In fact if jc e A, by compactness and continuity of K{x,y), there is a 
neighborhood U of x such that \K(x,y) — K(xo,y)\ < €, Wy e B,Wx e U so that 
(Schwarz inequality) 

(3.1.1) 

Vx G U, \Tf(x) - Tf(xo)\ < f \K(x, y) - K^xo. y)\ \f(y)\dy <€m'^^ 
JB 

Moreover, if M = max \K{x,y)\^Q have 

F( / ) | |oo = sup {\j Kix, y)f{y)dy[\ 

< sup l l j \Kix, y)\^dy\ \\f\\ < m'^^M\\f\\. 

Let us show that the functions Tf(x), \\f\\ = 1 are equicontinuous and uniformly 
bounded. In fact \Tf{x)\ < m^f^M where M = max \K{x, y)\. The equicontinuity 
follows from the previous argument. Given 6 > 0 we can, by the compactness of 
A X 5 , find r; > 0 so that |^(xi , y) - K(xo, y)\ < e if XIXQ < r],'^y e B. Hence if 
11/11 < M, we have \Tf(xi) - Tf(xo)\ < Mm^'^e when JIJC^ < r). u 

Proposition 3. If A is a self-adjoint, completely continuous operator, there is an 
eigenvector v with eigenvalue =b||A||. 

Proof By Theorem 1, there is a sequence of vectors u/ of norm 1 for which 
lim/_^oo(Aî /, Vi) = fi = ±11 A||. By hypothesis we can extract a subsequence, which 

^̂  If X is not compact, CQ(X) is not complete, but in fact T maps into the complete subspace 
of functions with support in a fixed compact subset A C X. 
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we still call u,, such that lim/^oo ^(i^/) = ^- Since /i := lim/_^oo(^(i^/). ^/). the 
inequality 

0 < \\Avi - fiVif = WAvif - 2/x(Au/, vt) + /x̂  < 2/x^ - 2/x(Au/, i;,-) 

implies that lim,_^oo(^(i^/) - M /̂) = 0. Thus lim/_^ooMî / = lim/^oo ^(i^/) = ^• 
In particular i;, must converge to some vector v such that w = iiv, and w = 
lim/^oo ^i^/ = Av. Since /x = {Aw, w) if A ^̂^ 0 we have /x 7̂  0, hence i; 7̂  0 
is the required eigenvector. D 

Given a Hilbert space H an orthogonal decomposition for / / is a family of mutu­
ally orthogonal closed subspaces ///, / = 1 , . . . , 00, such that every element v e H 
can be expressed (in a unique way) as a series v = Ylh=\ ̂ ^ ^̂  ^ ^/- An orthogonal 
decomposition is a generalization of the decomposition of H given by an orthonor-
mal basis. 

Definition 5. A self-adjoint operator is positive if (Ai;, f) > 0, Vi;. 

Remark. If T is any operator 7*7 is positive self-adjoint. The eigenvalues of a pos­
itive operator are all positive or 0. 

Theorem 2. Let A be a self-adjoint, completely continuous operator. 
If the image of A is not finite dimensional there is a sequence of numbers A, and 

orthonormal vectors Vi such that 

\\A\\ = \kx\>\^i\>'"\K\>"' 

and 
(1) Each Xi is an eigenvalue of A, Avi = A/U/. 
(2) The numbers A, are the only nonzero eigenvalues. 
(3) lim/_^oo K = 0. 
(4) The eigenspace Hi of each eigenvalue A 7̂  0 is finite dimensional with basis 

the Vi for which Xi = X. 
(5) H is the orthogonal sum of the kernel of A and the subspace with basis the 

orthonormal vectors Vi. 
If the image of A is finite dimensional, the sequence Ai, A2,. . . , A^ is finite and 

/ / = Ker(A)©f^iCi;/. 

Proof. Call A = Ai; by Proposition 3 there is an eigenvector î i, of absolute value 1, 
with eigenvalue Xi and |A,i | = ||Ai || > 0. Decompose H = Cfi 0 u^, the operator 
A\ induces on v^ a completely continuous operator A2 with || A2II < || Ai ||. Repeat­
ing the reasoning for A2 there is an eigenvector V2, \V2\ = 1 with eigenvalue X2 and 
l̂ 2l = l|A2||>0. 

Continuing in this way we find a sequence of orthonormal vectors vi,... ,Vk,. • -
with Avi = XiVi and such that, setting Hi := (Cfi H h Ci;/_i)-^, we have that 
\Xi I = II A/ II where A, is the restriction of A to //,. 

This sequence stops after finitely many steps if for some / we have that A, = 0; 
this implies that the image of A is spanned by i ; i , . . . , i;/_i, otherwise it continues 
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indefinitely. We must then have lim/_^oo ^i = 0, otherwise there is a positive con­
stant 0 < b < \Xi\,foT all /. In this case no subsequence of the sequence Avt = X, vt 
can be chosen to be convergent since these vectors are orthogonal and all of absolute 
value > b, which contradicts the hypothesis that A is compact. Let H be the Hilbert 
subspace with basis the vectors u, and decompose H = H ^ H . On H the re­
striction of A has a norm < |A./1 for all /, hence it must be 0 and H is the kernel of 
A. Now given a vector v = J2i ^t^i -\-u,u e H , we have Av — X̂ - CiXiVi; thus v 
is an eigenvector if and only if either v = u or u = 0 and all the indices / for which 
Ci ^ 0 have the same eigenvalue X. Since limA/ = 0, this can happen only for a 
finite number of these indices. This proves also (2), (4), and finishes the proof. D 

Exercise 2. Prove that I is the closure in the operator norm of the operators of finite-
dimensional image. Hint: Use the spectral theory of T*T and Exercise 1. 

Let us now specialize to an integral operator Tf(x) := j ^ K{x, y)f{y)dy with the 
integral kernel continuous and with compact support in A x ^ as before. Suppose 
further that T is self-adjoint, i.e., K{x, y) = K{y, x). 

By Proposition 2, the eigenvectors of T corresponding to nonzero eigenvalues 
are continuous functions. Let us then take an element / = Yl^\ ^i^i + " expanded, 
as before, in an orthonormal basis of eigenfunctions u\,u with Tui = XiUi, Tu = 0. 
The Ui are continuous functions with support in the compact set A. 

Froposition 4. The sequence gk := ^(ZlLi^/^O — Yl'i=\^i^i^i ^f ^^^^^^^^^^ 
functions converges uniformly to Tf. 

Proof By continuity gk converges to Tf in the L^-norm. 
But gk is also a Cauchy sequence in the uniform norm, as follows from the con­

tinuity of the operator from L^(X) to Co{X) (for the L^ and uniform norm, respec­
tively) so it converges uniformly to some function g. The inclusion Co(X) C L^(X), 
when restricted to the functions with support in A, is continuous for the two norms 
oo and L^ (since /^ WfW^dfi < M ( ^ ) I I / I I ^ . where /x̂  is the measure of A); there­
fore we must have g = Tf. D 

We want to apply the theory to a locally compact group G with a left-invariant 
Haar measure. This measure allows us to define the convolution product, which is 
the generalization of the product of elements of the group algebra. 

The convolution product is defined first of all on the space of L^-functions by the 
formula 

(3.1.2) (/ * g)(x) := [ f(y)g{y-'x)dy = [ f{xy)g(y-')dy, 
JG JG 

When G is compact we normalize Haar measure so that the measure of G is 1. 
We have the continuous inclusion maps 

(3.1.3) CO{G)CL\G)CL'{G), 
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The three spaces have respectively the uniform L^, L^, O norms; the inclusions 
decrease norms. In fact the O norm of / equals the Hilbert scalar product of | / | 
with 1, so by the Schwarz inequality, | / | i < I/I2 while I/I2 < |/|oo for obvious 
reasons. 

Proposition 5. If G is compact, then the space of L^ functions is also an algebra 
under convolution.^^ 

Both algebras 0{G), L}{G) are useful. In the next section we shall use L^(G), 
and we will compute its algebra structure in §3.3. On the other hand, L^(G) is also 
useful for representation theory. 

One can pursue the algebraic relationship between group representations and 
modules over the group algebra in the continuous case, replacing the group alge­
bra with the convolution algebra (cf. [Ki], [Di]). 

3.2 Peter-Weyl Theorem 

Theorem (Peter-Weyl). 

(i) The direct sum 0 - V* 0 V, equals the space To of representative functions, 
(ii) The direct sum 0 - V̂* (8) V, is dense in L^(G). 

In other words every L^-function f on G can be developed uniquely as a series 
f = Y^.Uiwithui e V,*(g) V/. 

Proof (i) We have seen (Chapter 6, Theorem 2.6) that for every continuous finite-
dimensional irreducible representation V of G, the space of matrix coefficients 
V* (S) V appears in the space C(G) of continuous functions on G. Every finite-
dimensional continuous representation of G is semisimple, and the matrix coeffi­
cients of a direct sum are the sum of the respective matrix coefficients. 

(ii) For distinct irreducible representations Vi, V2, the corresponding spaces of 
matrix coefficients, are irreducible non-isomorphic representations of G x G. We 
can thus apply Proposition 2 of 1.3 to deduce that they are orthogonal. 

Next we must show that the representative functions are dense in C(G). For this 
we take a continuous function 0(jc) with 0(jc) = 0(JC~^) and consider the convo­
lution map /?0 : / i-> / * 0 := /^ fiy)(p(y~^x)dy. By Proposition 2 of §3.1, R(f, 
maps L^(G) in C(G) and it is compact. From Proposition 4 of §3.1 its image is in the 
uniform closure of the space spanned by its eigenfunctions corresponding to nonzero 
eigenvalues. 

By construction, the convolution /?0 is G-equivariant for the left action, hence 
it follows that the eigenspaces of this operator are G-stable. Since R(p is a compact 
operator, its eigenspaces relative to nonzero eigenvalues are finite dimensional and 
hence in 7^, by the definition of representative functions. Thus the image of R(p is 
contained in the uniform closure of 7^. 

^̂  One has to be careful about the normalization. When G is a finite group the usual mulfipli-
cation in the group algebra is convolufion, but for the normalized measure in which G has 
measure \G\ and not 1, as we usually assume for compact groups. 
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The next step is to show that, given a continuous function / , as 0 varies, one can 
approximate / with elements in the image of R^f, as close as possible. 

Given 6 > 0, take an open neighborhood U of I such that \f (x) ~ f(y)\ < € if 
xy~^ e U. Take a continuous function 0(jc) with support in U, positive, with integral 
1 and 0(jc) = 0(jc-i). We claim that 1/ - / * 01 < 6: 

\f(x) - (f * (t>)(x)\ = \f(x) [ (l>(y-'x)dy - f f(y)(piy-'x)dy 
I JG JG 

(fix) - f{y))Hy~'x)dy \i Jy-^xeU 

< I \f{x)-f{y)\(t>{y''x)dy<€. 
Jy-^xeU 

Remark. If G is separable as a topological group, for instance if G is a Lie group, the 
Hilbert space L^(G) is separable. It follows again that we can have only countably 
many spaces V* 0 Vt with V, irreducible. 

We can now apply the theory developed for L^ class functions. Recall that a class 
function is one that is invariant under the action of G embedded diagonally in G x G, 
i.Q., fix) = f(g-'xg) for Sill geO. 

Express / = J^- f with f e V* 0 V,. By the invariance property and the 
uniqueness of the expression it follows that each /, is invariant, i.e., a class function. 

We know that in V* (g) Vt the only invariant functions under the diagonal action 
are the multiples of the corresponding character. Hence we see that 

Corollary. The irreducible characters are an orthonormal basis of the Hilbert space 
ofL^ class functions. 

Example. When G is commutative, for instance if G = S^ isa torus, all irreducible 
representations are 1-dimensional. Hence we have that the irreducible characters are 
an orthonormal basis of the space of L^ functions. 

In coordinates G = {(«! , . . . , a„)} | |Qf/| = 1, the irreducible characters are the 

monomials YYi=i f̂' ^^^ we have the usual theory of Fourier series (in this case one 

often uses the angular coordinates a^ = ^^^'^*)• 

3.3 Fourier Analysis 

In order to compute integrals of L^-functions we need to know the Hilbert space 
structure, induced by the L^ norm, on each space V* 0 V, into which L^(G) decom­
poses. 

We can do this via the following simple remark. The space V̂* 0 V, = EndCV,) is 
irreducible under G x G and it has two Hilbert space structures for which G x G is 
unitary. One is the restriction of the L^ structure. The other is the Hermitian product 
on End(V,), deduced by the Hilbert space structure on V, and given by the form 
tr(Xy*). Arguing as in Proposition 2 of 3.1, every invariant Hermitian product on 
an irreducible representation U induces an isomorphism with the conjugate dual. 
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By Schur's lemma it follows that any two invariant Hilbert space structures are then 
proportional. Therefore the Hilbert space structure on End(V;) induced by the L} 
norm equals c tr(XF*), c a scalar. 

Denote by pt : G ^^ GL(Vi) the representation. By definition (Chapter 6, §2.6) 
an element X e End( V,) gives the matrix coefficient tr(X/o, (g)). In order to compute 
c take X = I. We have tr(ly.) = dim V,. The matrix coefficient corresponding to ly. 
is the irreducible character xv, (g) = tr(/0/(g)) and its L^ norm is 1. Thus we deduce 
that c = dim Vf^. In other words: 

Theorem 1. IfX,Y e End(V/) and cx(g) = tr(p/(g)X), cy = iT(pi(g)Y) are the 
corresponding matrix coefficients, we have 

L (3.3.1) / cx(g)cY(g)dg = dim Vr^ tr(Xy*). 
JG 

Let us finally understand convolution. We want to extend the basic isomorphism 
theorem for the group algebra of a finite group proved in Chapter 6, §2.6. Given a 
finite-dimensional representation p : G -^ GL(U) of G and a function / e L^(G) 
we can define an operator 7} on U by the formula Tf(u) := f^ f(g)p(g)W dg. 

Lemma. The map f \-> Tf is a homomorphism from L^{G) with convolution to the 
algebra of endomorphisms ofU. 

Proof 

Ta.b(u):= f (a^b)(g)p(g)(u)dg= [ f a(h)b(h-'g)p(g)(u)dhdg 
J G J G V G 

JG JG 

G JG JG 

a{h)b{g)p{hg){u)dhdg 

= j a{h)p{h) (j b(g) p(g)(u) dg) dh = Tainiu)). D 

We have already remarked that convolution / * g is G-equivariant for the left 
action on / ; similarly it is G-equivariant for the right action on g. In particular 
it maps the representative functions into themselves. Moreover, since the spaces 
V* (g) Vi = End(V,) are distinct irreducibles under the G x G action and iso­
typic components under the left or right action, it follows that under convolution, 
End(V;) * End(V,) = 0 if / 7̂  ; and End(V,) * End(V/) c End(V,). 

Theorem 2. For each irreducible representation p : G -> GL(V) embed End(y) 
in L^(G) by the map jy \ X \-^ dim V \x{Xp{g~^)). Then on End(V) convolution 
coincides with multiplication of endomorphisms. 

Proof Same proof as in Chapter 6. By the previous lemma we have a homomor­
phism 7Ty : L^{G) -> End(y). By the previous remarks End(V) C L^{G) is a 
subalgebra under convolution. Finally we have to show that izyjy is the identity of 
End(y). 
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In fact given X e End(V), we have ;V(^)(^) == tr(p(g~^)X) dim V. In order to 
prove that nyjxiX) = (dim V) f^ ix{p{g~^)X)p{g)dg = X it is enough to prove 
that for any Y e End(V), we have (dim V) tr(/^ tT(p(g-^)X)p(g)dg Y) = tr(Xy). 
We have by 3.3.1. 

dim Vtr (j tT(p(g-')X)p(g)dg Y\ =dimV j iTipig-')X) ivipig)Y)dg 

= dimV f ir(p(g)Y)tTip(g)X-)dg 
JG 

= tr(yx**) = tr(xy). D 

Warning. For finite groups, when we define convolution, that is, multiplication in 
the group algebra, we use the non-normalized Haar measure. Then for jy we obtain 
the formulary : X i-> ^ iviXp(g-^)). 

3.4 Compact Lie Groups 

We draw some consequences of the Peter-Weyl Theorem. Let G be a compact group. 
Consider any continuous representation of G in a Hilbert space H. 

A vector v such that the elements gv, g e G, span a finite-dimensional vector 
space is called SL finite vector. 

Proposition 1. The set of finite vectors is dense. 

Proof By module theory, if M € / / , the set T^w, spanned by applying the represen­
tative functions, is made of finite vectors, but by continuity u = 1M is a limit of these 
vectors. D 

Proposition 2. The intersection K = n,A /̂, of all the kernels Ki of all the finite-
dimensional irreducible representations V, of a compact group G is {I}. 

Proof From the Peter-Weyl theorem we know that To = 0 , V* 0 V, is dense 
in the continuous functions; since these functions do not separate the points of the 
intersection of kernels we must have Â  = {1}. D 

Theorem, A compact Lie group G has a faithful finite-dimensional representation. 

Proof Each of the kernels Ki is a Lie subgroup with some Lie algebra L/ and we 
must have, from the previous proposition, that the intersection fi/L/ = 0, of all these 
Lie algebras is 0. This implies that there are finitely many representations V/, / = 
1 , . . . , m, with the property that the set of elements in all the kernels Ki of the V, is a 
subgroup with Lie algebra equal to 0. Thus nj^^^/ is discrete and hence finite since 
we are in a compact group. By the previous proposition we can find finitely many 
representations so that also the non-identity elements of this finite group are not in 
the kernel of all these representations. Taking the direct sum we find the required 
faithful representation. D 
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Let us make a final consideration about the Haar integral. Since the Haar integral 
is both left- and right-invariant it is a G x G-equivariant map from L^(G) to the 
trivial representation. In particular if we restrict it to the representative functions 
0 j V* (8) Vj, it must vanish on each irreducible component V* (g) V,, which is different 
from the trivial representation which is afforded by the constant functions. Thus, 

Proposition 3. The Haar integral restricted to 0 • V* 0 V, is the projection to the 
constant functions, which are the isotypic component of the trivial representation, 
with kernel all the other nontrivial isotypic components. 

4 Representations of Linearly Reductive Groups 

4.1 Characters for Linearly Reductive Groups 

We have already stressed several times that we will show a very tight relationship 
between compact Lie groups and linearly reductive groups. We thus start to discuss 
characters for linearly reductive groups. 

Consider the action by conjugation of G on itself. It is the restriction to G, em­
bedded diagonally in G x G, of the left and right actions. 

Let Z[G] denote the space of regular functions / which are invariant under con­
jugation. 

From the decomposition of Chapter 7, §3.1.1, F[G] = 0 , U^ (g) Ut, it follows 
that the space Z[G] decomposes as a direct sum of the spaces Z[Ui] of conjugation-
invariant functions in Uf (g) Ui. We claim that: 

Lemma. Z[/7,] is \-dimensional, generated by the character of the representa­
tion Ui. 

Proof Since Ui is irreducible and U^ (g) Ui = End(L^/)* we have by Schur's lemma 
that Z[Ui] is 1-dimensional, generated by the element corresponding to the trace on 
End(Ui). 

Now we follow the identifications. An element u of End([7/)* gives the matrix 
coefficient u(pi(g)) where Pi : G -^ GL(Ui) C End(L^/) denotes the representation 
map. 

We obtain the function xi (g) = tr(p/ (g)) as the desired invariant element. D 

Corollary. For a linearly reductive group, the G-irreducible characters are a basis 
of the conjugation-invariant functions. 

We will see in Chapter 10 that any two maximal tori are conjugate and the union 
of all maximal tori in a reductive group G is dense in G. One of the implications of 
this theorem is the fact that the character of a representation M of G is determined 
by its restriction to a given maximal torus T. On M the group T acts as a direct 
sum of irreducible 1-dimensional characters in T, and thus the character of M can 
be expressed as a sum of these characters with nonnegative coefficients, expressing 
their multiplicities. 
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After restriction to a maximal torus T, the fact that a character is a class function 
implies a further symmetry. Let Nj denote the normalizer of T. NT acts on T by 
conjugation, and a class function restricted to T is invariant under this action. There 
are many important theorems about this action, the first of which is: 

Theorem 1. T equals its centralizer and Nj/T is a finite group, called the Weyl 
group and denoted by W. 

Under restriction to a maximal torus T, the ring of characters ofG is isomorphic 
to the subring of W-invariant characters ofT. 

Let us illustrate the first part of this theorem for classical groups, leaving the 
general proof to Chapter 10. We always take advantage of the same idea. 

Let r be a torus contained in the linear group of a vector space V. 
Decompose V := 0 ^ V^ in weight spaces under T and let ^ e GL(V) be a 

linear transformation normalizing T. Clearly g induces by conjugation an automor­
phism of T, which we still denote by g, which permutes the characters of T by the 

formula x^(0 '= x(8~^t8)' 
Wc thus have, for i; G V;̂ , t e T, tgv = gg~^tgv = x^iOgv-
We deduce that gVx = Vx^- ^^ particular g permutes the weight spaces. We thus 

have a homomorphism from the normalizer of the torus to the group of permutations 
of the weight spaces. Let us now analyze this for T a maximal torus in the general 
linear, orthogonal and symplectic groups. We refer to Chapter 7, §4.1 for the de­
scription of the maximal tori in these three cases. First, analyze the kernel Â ^ of this 
homomorphism. We prove that Nj = Tin the four cases. 

(1) General linear group. Let D be the group of all diagonal matrices (in the 
standard basis Ci). It is exactly the full subgroup of linear transformations fixing the 
1-dimensional weight spaces generated by the given basis vectors. 

An element in N^ by definition fixes all these subspaces and thus in this case 
K = D. 

(2) Even orthogonal group. Again the space decomposes into 1-dimensional 
eigenspaces spanned by the vectors et, f giving a hyperbolic basis. One immediately 
verifies that a diagonal matrix g given by get = of/̂ ,, gf = Ptf is orthogonal if 
and only iioiiPi = 1- The matrices form a maximal torus T. Again Nj = T. 

(3) Odd orthogonal group. The case is similar to the previous case except that 
now we have an extra non-isotropic basis vector u and g is orthogonal if furthermore 
gu = dzu. It is special orthogonal only if gu = u. Again Nj = T. 

(4) Symplectic group. Identical to (2). 

Now for the full normalizer. (1) In the case of the general linear group. No con­
tains the symmetric group 5„ acting as permutations on the given basis. 

If a £ ND we must have that a{ei) e Cea(i) for some a e Sn. Thus cr~^a is a. 
diagonal matrix and it follows that No = D x Sn, the semidirect product. 

In the case of the special linear group, we leave it to the reader to verify that we 
still have an exact sequence 0 ^^ D -^ No ^^ Sn -^ 0,bui this does not split, since 
only the even permutations are in the special linear group. 
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(2) In the even orthogonal case dim V = 2n, the characters come in opposite pairs 
and their weight spaces are spanned by the vectors e\,e2,. •. ,en', / i , / i , . . . , / « of 
a hyperbolic basis (Chapter 7, §4.1). Clearly the normahzer permutes this set of n 
pairs of subspaces {C^/, Cfi}. 

In the same way as before, we see now that the symmetric group 5„, permuting si­
multaneously with the same permutation the elements e\,e2,... ,en and / i , / i , . •., 
/„ consists of special orthogonal matrices. 

The kernel of the map ÂT̂  -> 5„ is formed by the matrices diagonal of 2 x 2 
blocks. Each 2 x 2 block is the orthogonal group of the 2-dimensional space spanned 

by ei, fi and it is the semidirect product of the torus part I ^ _i j with the per-

. /O 1\ 
mutation matnx I ^ I. 

In the special orthogonal group only an even number of permutation matrices 

can appear. It follows that the Weyl group is the semidirect product of the ("J) 
symmetric group Sn with the subgroup of index 2 of Z/(2)" formed by the n-tuples 
ai,... ,an with Yll=i^t = ^' (mod 2). 

(3) The odd special orthogonal group is slightly different. We use the notations 
of Chapter 5. Now one has also the possibility to act on the basis ^i, / i , ^2, / i , • •. 
e„, /„ , M by — 1 on M and this corrects the fact that the determinant of an element 
defined on ^1, / i , ^2, /2, • • •, ^n, fn may be - 1 . 

We deduce then that the Weyl group is the semidirect product of the symmetric 
group 5„ with Z / (2 r . 

(4) The symplectic group. The discussion starts as in the even orthogonal group, 
except now the 2-dimensional symplectic group is SL{2). Its torus of 2 x 2 diagonal 
matrices has index 2 in its normalizer and as representatives of the Weyl group we 
can choose the identity and the matrix ( _ . A 

This matrix has determinant 1 and again we deduce that the Weyl group is the 
semidirect product of the synunetric group Sn with Z/(2)". 

Now we have to discuss the action of the Weyl group on the characters of a 
maximal torus. In the case of the general linear group a diagonal matrix X with en­
tries jc i , . . . , x„ is conjugated by a permutation matrix a which maps oet = ea{i) by 
aXo'^et = Xa{i)ei\ thus the action of 5„ on the characters xt is the usual permuta­
tion of variables. 

For the orthogonal groups and the symplectic group one has the torus of diagonal 
matrices of the form xi, jcf\ JC2, x^^ . . . , Jc„, JC~^ Besides the permutations of the 
variables we now have also the inversions xi -^ Jc~^ except that for the even orthog­
onal group one has to restrict to products of only an even number of inversions. 

This analysis suggests an interpretation of the characters of the classical groups 
as particular symmetric functions. In the case of the linear group the coordinate ring 
of the maximal torus can be viewed as the polynomial ring C[x i , . . . , x„][t/~^] with 
d :— H/̂ zzzi ^i inverted. 
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d is the n^^ elementary symmetric function and thus the invariant elements are 
the polynomial in the elementary symmetric functions a/(jc), / = 1 , . . . , n — 1 and 

In the case of the inversions we make a remark. Consider the ring A[t,t~^] of 
Laurent polynomials over a commutative ring A. An element Yli ^/^' is invariant 
under t ^^ t~^ if and only if A, = «_,. We claim then that it is a polynomial in 
u := t -\-1~^. In fact f + r~' = {t -\- t~^y + r{t) where r(t) has lower degree and 
one can work by induction. We deduce 

Theorem 2. The ring of invariants of C[xi, x^^,..., Xn, x~^] under Sn x Ij/ilY 
is the polynomial ring in the elementary symmetric functions Gi{u) in the variables 
Ui \=Xi + x r ^ 

Proof We can compute the invariants in two steps. First we compute the invariants 
under Z/(2)" which, by the previous argument, are the polynomials in the M,. Then 
we compute the invariants under the action of Sn which permutes the «/. The claim 
follows. n 

For the even orthogonal group we need a different computation since now we 
only want the invariants under a subgroup. Let H c Z/(2)" be the subgroup defined 

Start from the monomial M := x\X2 . •. JC„, the orbit of this monomial, under 
the group of inversions Z/iiy consists of all the monomials x\^ x^^ --- ^^n where the 
elements 6/ = ±1 . We next define 

^\^^i t \— 2^ X\ ^2 •• -̂ /i"' E :— 2_^ x^'X2...x^ 

E is clearly invariant under H and E + E, EE are invariant under Z/(2)". 
We claim that any //-invariant is of the form a -\- bE where a, b are Z/(2)"-

invariants. 
Consider the set of all Laurent monomials which is permuted by Z/(2)". A basis 

of invariants under IJ/{2Y is clearly given by the sums of the vectors in each orbit, 
and similarly for the //-invariants. Now let K be the stabilizer of an element of the 
orbit, which thus has 7̂ 1 elements. The stabilizer m H i^ K (^ H, hence a Z/(2)" 
orbit is either an ^-orbit or it splits into two orbits, according to whether K ^ H ov 
K C H. 

We get jF/-invariants which are not Z/(2)"-invariants from the last type of orbits. 
A monomial M = ]~[ xf' is stabilized by all the inversions in the variables x, that 

have exponent 0. Thus the only case in which the stabilizer is contained in H is when 
all the variables xt appear. In this case, in the Z/(2)" orbit of M there is a unique 
element, which by abuse of notations we still call M, for which hi > 0 for all /. Let 
*^ î,...,̂ „' ^ = 1, 2, be the sum on the two orbits of M under / / . 

Since Sl^ j^^ + '^hu...,K ^^ invariant under Z/(2)" it is only necessary to show 
that Sl^ j^^ has the required form. The multiplication Sl^_^ j^^_^S\^ ^ gives rise 
to S\ j^ plus terms which are lower in the lexicographic ordering of the /i, 's, and 
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5{ 1 1 = E. By induction we assume that the lower terms are of the required form. 
Also by induction Sl^_^ ^ _^= a-\-bE, and so we have derived the required form: 

^L...,h„ = (fl + bE)E = (fl + biE + £ ) )£ - b(E~E). 

We can now discuss the invariants under the Weyl group. Again, the ring of in­
variants under H is stabilized by Sn which acts by permuting the elements w/, and 
fixing the element E. We deduce that the ring of W-invariants is formed by elements 
of the fonna+bE where a, b are polynomials in the elementary symmetric functions 
in the elements M/. 

It remains to understand the quadratic equation satisfied by E over the ring of 
synmietric functions in the w/. E satisfies the relation E^ — {E -\- E)E -\- EE = 0 
and so we must compute the symmetric functions E -{- E, EE. 

We easily see that E+E = YYi=\ (xt+x^'^) which is the n^^ elementary symmetric 
function in the M/'S. AS for EE, it can be easily described as a sum of monomials 
in which the exponents are either 2 or —2, with multiplicities expressed by binomial 
coefficients. We leave the details to the reader. 

5 Induction and Restriction 

5.1 Clifford's Theorem 

We now collect some general facts about representations of groups. First, let / / be a 
group, 0 : / / ^- / / an automorphism, and p : H -^ GL{V) a linear representation. 

Composing with 0 we get a new representation V^ given by H —> H —> 
GL(V)\ it is immediately verified that if 0 is an inner automorphism, V^ is equiva­
lent to 0. 

Let / / C G be a normal subgroup. Every element g € G induces by inner 
conjugation in G an automorphism 0^ : /i h^ ghg~^ of H. 

Let M be a representation of G and Â  c M an //-submodule. Since hg~^n = 
8~^ighg~^)n, we clearly have that g~^N C M is again an /f-submodule and canon-
ically isomorphic to N^^. It depends only on the coset g~^H. 

In particular, assume that M is irreducible as a G-module and Â  is irreducible 
as an H-module. Then all the submodules gN are irreducible //-modules and 
Hg^G/H S^ is a G-submodule, hence J2geG/H S^ = ^ • 

We want in particular to apply this when H has index 2inG = HUuH. We shall 
use the canonical sign representation € of Z/(2) = G// / , €(u) = —1, €(//) = 1. 

Clifford's Theorem. (1) An irreducible representation N of H extends to a repre­
sentation of G if and only if N is isomorphic to N^". In this case it extends in two 
ways up to the sign representation. 

(2) An irreducible representation M of G restricted to H remains irreducible if 
M is not isomorphic to M (S)€. It splits into two irreducible representations N 0 Â*̂" 
ifM is isomorphic to M ®e. 
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Proof. Let ho = u^ e H. If N is also a G-representation, the map u : N -> N issin 
isomorphism with A^̂ ". Conversely, \eit : N ^^ N = N^" be an isomorphism so that 
tht~^ = (j)u{h) as operators on Â . Then t^ht~'^ = hohh^^, hence /?^^^^ commutes 
with H. 

Since Â  is irreducible we must have /i^^^^ = A is a scalar. We can substitute t 

with tVx and can thus assume that r̂  = ho (on A )̂. 
It follows that mapping u \-^ t gives the required extension of the representation. 

It also is clear that the choice of —t is the other possible choice changing the sign of 
the representation. 

(2) From our previous discussion if Â  c M is an irreducible ^-submodule, then 
M = N -\- uM, uM = u~^N = A^̂ ", and we clearly have two cases: M = N or 
M = N^uN. 

In the first case, tensoring by the sign representation changes the representation. 
In fact if we had an isomorphism t between Â  and N <S> € this would also be an 
isomorphism of N io N as f^-modules. Since Â  is irreducible over H, t must be a 
scalar, but then the identity is an isomorphism between Â  and Â  06 , which is clearly 
absurd. 

In the second case, M = N ^ u~^N\ on n\ + u~^n2 the action of H is by 
hn\ + u~^(l)u{h)n2, while u(ni + u'^ni) = ^2 + u~^hon\. 

On M 0 € the action of u changes to u{n\ + u~^n2) = —«2 — w'^/io^i- Then 
it is immediately seen that the map n\ + u~^n2 \-^ ni ~ u~^n2 is an isomorphism 
between M and M 0 6. • 

One should compare this property of the possible splitting of irreducible repre­
sentations with the similar feature for conjugacy classes. 

Exercise (same notation as before). A conjugacy class C of G contained in H is 
either a unique conjugacy class in H or it splits into two conjugacy classes permuted 
by exterior conjugation by u. The second case occurs if and only if the stabilizer 
in G of an element in the conjugacy class is contained in H. Study A„ C Sn (the 
alternating group). 

5.2 Induced Characters 

Now let G be a group, H a subgroup and Â  a representation of H (over some field k). 
In Chapter 1, §3.2 we have given the notion of induced representation. Let us 

rephrase it in the language of modules. Consider k[G] as a left ^[//]-module by the 
right action. The space homjt[//](/:[G], Â ) is a representation under G by the action 
of G deduced from the left action on A:[G]. 

\iomk^H]{k[Gl N):={f:G^ N\ figh'') = hf(g)}, igf)(k) := f(g-'k). 

We recover the notion given Ind^(A^) = homk[H](k[G],N). We already remarked 
that this may be called coinduced. 
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To be precise, this construction is the induced representation only when H has 
finite index in G. Otherwise one has a different construction which we leave to the 
reader to compare with the one presented: 

Consider k[G] ®k[H] N, where now k[G] is thought of as a right module under 
k[H]. It is a representation under G by the left action of G on k[G]. 

Exercise. 

(1) If G D H D K 3IQ groups and Â  is a /T-module we have 

Indg(Ind^7V)) = Ind^A^. 

(2) The representation Ind^ Â  is in a natural way described by 0^eG/// S^ where, 
by g € G/H,vjt mean that g runs over a choice of representatives of cosets. 
The action of G on such a sum is easily described. 

The definition we have given of induced representation extends in a simple 
way to algebraic groups and rational representations. In this case k[G] denotes the 
space of regular functions on G. If / / is a closed subgroup of G, one can define 
homjt[//](/:[G], N) as the set of regular maps G -^ N which are //-equivariant (for 
the right action on G). 

The regular maps from an affine algebraic variety V to a vector space U can be 
identified to A(V) (g) [/ where A(V) is the ring of regular functions on V. Hence if 
V has an action under an algebraic group H and 17 is a rational representation of / / , 
the space of //-equivariant maps V -> U is identified with the space of invariants 
(A(V)(S>U)". 

Assume now that G is linearly reductive and let us invoke the decomposition 
3.1.1 of Chapter 7, k[G] = 0 . U* 0 Ut, Since by right action H acts only on the 
factor Ui, 

homk[H](k[Gl N) = 0 . U; 0 homniUi, N). 

Finally, if Â  is irreducible (under / / ) , and H is also linearly reductive, it follows 
from Schur's Lenrnia that the dimension of hom//(L^/, Â ) is the multipUcity with 
which Â  appears in Ut. We thus deduce 

Theorem (Frobenius reciprocity for coinduced representations). The multiplici­
ty with which an irreducible representation V of G appears in homk[H]ik[G], N) 
equals the multiplicity with which N appears in V* as a representation of H. 

5.3 Homogeneous Spaces 

There are several interesting results of Fourier analysis on homogeneous spaces 
which are explained easily by the previous discussion. Suppose we have a finite-
dimensional complex unitary or real orthogonal representation V of a compact 
group K. Let u G V be a vector and consider its orbit Kv, which is isomorphic 
to the homogeneous space K/Ky where Ky is the stabiUzer of v. Under the simple 
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condition that v e Kv (no condition in the real orthogonal case) the polynomial func­
tions on V, restricted to Kv, form an algebra of functions satisfying the properties of 
the Stone-Weierstrass theorem. The Euclidean space structure on V induces on the 
manifold Kv SL ^-invariant metric, hence also a measure and a unitary representation 
of K on the space of L^ functions on Kv. Thus the same analysis as in 3.2 shows 
that we can decompose the restriction of the polynomial functions to ^ i ; into an or­
thogonal direct sum of irreducible representations. The whole space L^{K/Ky) then 
decomposes in Fourier series obtained from these irreducible blocks. One method 
to understand which representations appear and with which multiplicity is to apply 
Frobenius reciprocity. Another is to apply methods of algebraic geometry to the asso­
ciated action of the associated linearly reductive group, see §9. A classical example 
comes from the theory of spherical harmonics obtained restricting the polynomial 
functions to the unit sphere. 

6 The Unitary Trick 

6.1 Polar Decomposition 

There are several ways in which linearly reductive groups are connected to compact 
Lie groups. The use of this (rather strict) connection goes under the name of the 
unitary trick. This is done in many different ways. Here we want to discuss it with 
particular reference to the examples of classical groups which we are studying. 

We start from the remark that the unitary group U{n, C) := {A|AA* = 1} is a 
bounded and closed set in M„(C), hence it is compact. 

Proposition 1. U{n, C) is a maximal compact subgroup of GL(n, C). Any other 
maximal compact subgroup ofGL(n,C) is conjugate to U(n,C). 

Proof. Let ^ be a compact linear group. Since K is unitarizable there exists a matrix 
g such that K c gU(n, C)g~K If K is maximal this inclusion is an equality. D 

The way in which U{n,C) sits in GL(n, C) is very special and common to max­
imal compact subgroups of linearly reductive groups. The analysis passes through 
the polar decomposition for matrices and the Cartan decomposition for groups. 

Theorem. (1) The map B ^^ e^ establishes a diffeomorphism between the space of 
Hermitian matrices and the space of positive Hermitian matrices. 

(2) Every invertible matrix X is uniquely expressible in the form 

(6.1.1) X = e^A (polar decomposition) 

where A is unitary and B is Hermitian. 

Proof (1) We leave it as an exercise, using the eigenvalues and eigenspaces. 
(2) Consider XX* := XX which is clearly a positive Hermitian matrix. 
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If X = e^A is decomposed as in 6.1.1, then XX* = e^AA'^e^ = e^^. So B is 
uniquely determined. Conversely, by decomposing the space into eigenspaces, it is 
clear that a positive Hermitian matrix is uniquely of the form e^^ with B Hermitian. 
Hence there is a unique B with XX* = e'^^. Setting A := e~^X we see that A is 
unitary and X = e^A. D 

The previous theorem has two corollaries, both of which are sometimes used as 
unitary tricks, the first of algebro-geometric nature and the second topological. 

Corollary. (l)U(n,C) is Zariski dense in GL(n,C). 
(2) GL{n, C) is diffeomorphic toU(nX) x W' via (j){A,B) = e^ A. In partic­

ular U(n,C) is a deformation retract ofGL{n,C). 

Proof. The first part follows from the fact that one has the exponential map X -^ 
e^ from complex n x n matrices to GL(n, C). In this holomorphic map the two 
subspaces iH and H of anti-Hermitian and Hermitian matrices map to the two factors 
of the polar decomposition, i.e., unitary and positive Hermitian matrices. 

Since M„(C) —H-\-iH, any two holomorphic functions on M„(C) coinciding on 
iH necessarily coincide. So by the exponential and the connectedness of GL(n, C), 
the same holds in GL(n, C): two holomorphic functions on GL(n, C) coinciding on 
f/(n, C) coincide. D 

There is a partial converse to this analysis. 

Proposition 2. Let G C GL(n,C) be an algebraic group. Suppose that K := G (1 
U(n,C) is Zariski dense in G. Then G is self-adjoint. 

Proof. Let us consider the antilinear map g ^-^ g*. Although it is not algebraic, 
it maps algebraic varieties to algebraic varieties (conjugating the equations). Thus 
G* is an algebraic variety in which K* is Zariski dense. Since K* = K WQ have 
G* = G. n 

6.2 Cartan Decomposition 

The polar decomposition induces, on a self-adjoint group G C GL(n, C) of matri­
ces, a Cartan decomposition, under a mild topological condition. 

Let M(/I, C) be the anti-Hermitian matrices, the Lie algebra of t/(n, C). Then 
iu{n, C) are the Hermitian matrices. Let g C gl(n,C) be the Lie algebra of G. 

Theorem (Cartan decomposition). Let G C GL(n,C) be a self-adjoint Lie group 
with finitely many connected components, g its Lie algebra. 

(i) For every element A e G in polar form A = e^U, we have that U e G, B e g. 
Let K := G r\U(n,C) and let t be the Lie algebra of K. 

(ii) We have 0 = i^0p, p = 0 n iu{n, C). The map (f) : K x p -^ G given by 
(f) : (u, p) h^ e^u is a diffeomorphism. 

(Hi) If g is a complex Lie algebra we have p — it. 
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Proof. If G is a self-adjoint group, clearly (taking 1-parameter subgroups) also its 
Lie algebra is self-adjoint. Since X i-> Z* is a linear map of order 2, by self-
adjointness 9 = l^0p, with I the space of anti-Hermitian and p of Hermitian elements 
of 0. We have that 6 := g fl«(«, C) is the Lie algebra of ^ := G n U{n, C).Kxp is 
a submanifold of L^(«, C) x /«(«, C). The map 0 : Â  x p -> G, being the restriction 
to a submanifold of a diffeomorphism, is a diffeomorphism with its image. Thus the 
key to the proof is to show that its image is G. In other words that if A = e^U e G 
is in polar form, we have that U e K, B e p. 

Now e^^ = AA* € G by hypothesis, so it suffices to see that if B is an Hermi­
tian matrix with e^ e G, we have Beg. Since e^^ e G, Wn e Z, the hypothesis 
that G has finitely many connected components implies that for some n,e"^ e Go, 
where Go denotes the connected component of the identity. We are reduced to 
the case G connected. In the diffeomorphism U(n,C) x iu(n,C) -^ GL(n, C), 
(U, B) h-> e^U, we have that A' x p maps diffeomorphically to a closed submanifold 
of GL(n, C) contained in G. Since clearly this submanifold has the same dimension 
as G and G is connected we must have G = A!̂  x ^^, the Cartan decomposition for G. 

Finally, if g is a complex Lie algebra, multiplication by / maps the Hermitian to 
the anti-Hermitian matrices in g, and conversely. D 

Exercise. See that the condition on finitely many components cannot be dropped. 

Corollary. The homogeneous space G/K is dijfeomorphic to p. 

It is useful to make explicit the action of an element of G, written in its polar 
decomposition, on the homogeneous space G/K. Denote by P := e^. We have a 
map p : G -> P given by p(g) := gg*. p is a G-equivariant map if we act with G 
on G by left multiplication and on P by gpg*. p is an orbit map, P is the orbit of 1, 
and the stabiUzer of 1 is A'. Thus p identifies G/K with P and the action of G on P 
is gpg*.^^ 

Theorem 2. Let G be as before and let M be a compact subgroup of G. Then M is 
conjugate to a subgroup of K. 

K is maximal compact and all maximal compact subgroups are conjugate in G. 

The second statement follows clearly from the first. By the fixed point principle 
(Chapter 1, §2.2), this is equivalent to proving that M has a fixed point on G/K. 
This may be achieved in several ways. The classical proof is via Riemannian ge­
ometry, showing that G/K is a Riemannian symmetric space of constant negative 
curvature.^^ We follow the more direct approach of [OV]. For this we need some 
preparation. 

We need to study an auxiliary function on the space P and its closure P, the set 
of all positive semidefinite Hermitian matrices. Let G = GL(n, C). Consider the 
two-variable function tr(xj~^), x e P,y e P. Since (gxg*)(gyg*)~^ = gxy~^g~^, 

^ Observe that, restricted to P, the orbit map is p \-^ p^. 
^^ The geometry of these Riemannian manifolds is a rather fascinating part of mathematics; 

it is the proper setting to understand non-Euclidean geometry in general; we refer to [He]. 
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this function is invariant under the G action on P x P. Since jc, j are Hermitian, 
ir(xy-^) = iT(xy~^) = tr((y~^)^ x^) = ir(xy~^), so tr(jcy"^) is a real function. 

Let ^ c P be a compact set. We want to analyze the function 

(6.2.1) PQ(X) :— max ir(xa~^). 

Remark. If g e G, we have 

Pnigxg*) := max iv(gxg''a~^) = mdixtr{xg*a~^g) = pg-iQ(x). 
a€Q aeQ 

Lemma 1. The function PQ^X) is continuous, and there is a positive constant b such 
that ifx 7̂  0, PQ{X) > b\\x\\, where \\x\\ is the operator norm. 

Proof. Since ^ is compact, p^{x) is obviously well defined and continuous. Let us 
estimate ix{xa~^). Fix an orthonormal basis et in which x is diagonal, with eigenval­
ues Xi > 0. If a~^ has matrix atj, we have iT(xa~^) = Ylt xtaa. Since a is positive 
Hermitian, a„ > 0 for all / and for all orthonormal bases. Since the set of orthonor­
mal bases is compact, there is a positive constant /? > 0, independent of a and of 
the basis, such that an > b, V/, Wa e Q. Hence, ifx 7̂  0, iT(xa~^) > max, xib = 
\\x\\b. u 

Lemma 2. Given C > 0, the set PQ of matrices x e P with det(jc) = 1 and \\x \\ < C 
is compact. 

Proof. Pc is stable under conjugation by unitary matrices. Since this group is com­
pact, it is enough to see that the set of diagonal matrices in Pc is compact. This is the 
set of n-tuples of numbers jc/ with ]"[• jc, = 1, C > JC, > 0. This is the intersection 
of the closed set f̂ . jc, = 1 with the compact set C > JC, > 0, V/. n 

From the previous two lemmas it follows that: 

Lemma 3. The function PQ(X) admits an absolute minimum on the set of matrices 
X e P with det(jc) = 1. 

Proof. Let JCQ G P , det(jco) = 1 and let c := PQ{XO). From Lemma 1, if x e P is 
such that ||jc|| > cb~^, then PQ(X) > c. Thus the minimum is taken on the set of 
elements x such that \\x\\ < cb~^ which is compact by Lemma 2. Hence an absolute 
minimum exists. D 

Recall that an element x € P is of the form x = e"^ for a unique Hermitian 
matrix A. Therefore the function of the real variable u, JC" := e^^ is well defined. 
The key geometric property of our functions is: 

Propositions. Given x,y e P, JC ^ I, the two functions of the real variable u, 
(l)x,y(u) := tr(x"3;~^) and p^(jc"), are strictly convex. 
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Proof. One way to check convexity is to prove that the second derivative is strictly 
positive. If X = ^^ 7̂  1, we have that A 7̂  0 is a Hermitian matrix. The same proof 
as in Lemma 1 shows that (px,yW = tr(A^^^">^~^) > 0, since 0 / A^e^^ € P. 

Now for pQix"") = msiXaeQ tr(jc"«~^) = max^e^ 0jc,a(«) it is enough to remark 
that if we have a family of strictly convex functions depending on a parameter in a 
compact set, the maximum is clearly a strictly convex function. D 

Now revert to a self-adjoint group G C GL(n,C) C GL(2n, M), its associated 
P and Q c P Si compact set. Assume furthermore that G C SL(2n, R). 

Lemma 4. PQ(X) has a unique minimum on P. 

Proof. First, the hypothesis that the matrices have determinant 1 implies from 
Lemma 3 that an absolute minimum exists. Assume by contradiction that we have 
two minima in A, 5 . By the first remark, changing Q, since G acts transitively on 
P we may assume A = 1. Furthermore, limĵ _̂ o 5" = 1 (and it is a curve in P). 
By convexity and the fact that 5 is a minimum we have that PQ(B^) is a strictly 
decreasing function for u e (0, 1], hence p^(l) = lim^^o P Q ( ^ " ) > PQ(B)^ a con­
tradiction. D 

Proof of Theorem 2. We will apply the fixed point principle of Chapter 1, §2.2, to 
M acting on P = G/K. Observe that GL(nX) C GL{2n,R) C GL+(4«,R), 
the matrices of positive determinant. Thus embed G C GL^(4n, R). The determi­
nant is then a homomorphism to M"̂ . Any compact subgroup of GL"^(m, R) is con­
tained in the subgroup of matrices with determinant 1, and we can reduce to the case 
GcSLi2n,W). 

Let Q := Ml be the orbit of 1 in G/K = P. The function PM\{X) on P, by 
Lemma 4, has a unique minimum point po- We claim that PM\ (X) is M-invariant. In 
fact, by the first remark, we have forkeM that PM\ (kxk*) = pk-^M\ U) = PM\ (•̂ )-
It follows that PQ is necessarily a fixed point of M. D 

Exercise. Let G be a group with finitely many components and Go the connected 
component of 1. If Go is self-adjoint with respect to some positive Hermitian form, 
then G is also self-adjoint (under a possibly different Hermitian form). 

The application of this theory to algebraic groups will be proved in Chapter 10, 
§6.3: 

Theorem 3. If G C GL(n,C) is a self-adjoint Lie group with finitely many con­
nected components and complex Lie algebra, then G is a linearly reductive algebraic 
group. 

Conversely, given a linearly reductive group G and a finite-dimensional linear 
representation of G on a space V, there is a Hilbert space structure on V such that 
G is self-adjoint. 

If V is faithful, the unitary elements of G form a maximal compact subgroup K 
and we have a canonical polar decomposition G = Ke^^ where t is the Lie algebra 
ofK. 

All maximal compact subgroups ofG are conjugate in G. 
Every compact Lie group appears in this way in a canonical form. 
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In fact, as Hilbert structure, one takes any one for which a given maximal com­
pact subgroup is formed of unitary elements. 

6.3 Classical Groups 

For the other linearly reductive groups that we know, we want to make the Cartan 
decomposition explicit. We are dealing with self-adjoint complex groups, hence with 
a complex Lie algebra Q. In the notation of §6.2 we have p = it. We leave some 
simple details as exercise. 

1. First, the diagonal group T = (C*)" decomposes as U(IXT x (R+)" and 
the multiplicative group (M^)" is isomorphic under logarithm to the additive 
group of R". It is easily seen that this group does not contain any nontrivial 
compact subgroup, hence if A' c T is compact, by projecting to (R"^)" we see 
that/^ C L^(1,C)". 

The compact torus U(l, C)" = (S^Y is the unique maximal compact sub­
group of T. 

2. The orthogonal group 0(n, C). We have 0(«, C) fl (/(n, C) = 0(n,R); thus 
0(w, R) is a maximal compact subgroup of 0(n, C). 

Exercise. Describe the orbit map XX*, X e 0(n,C). 

3. The symplectic group and quaternions: We can consider the quaternions EI := 
C + jC with the commutation rules j-^ = —I, ja :=aj, Vof e C, and set 

a-\- jp :=a- Pj =a- jp. 

Consider the right vector space W = 0"^i /̂M over the quaternions, with basis 
et. As a right vector space over C this has as basis ei, e\j, e^, e^i,..., ^„, ̂ „7. For 
a vector u := (quqi, >.>.qn) ^ H" define ||M|| := YA=\ ^ili- If ^t = ^t + JPi^ 
we have Yll=\ ^t^i = Yll=\ l«/ P + IA P- Let Sp{n, E) be the group of quatemionic 
linear transformations preserving this norm. It is easily seen that this group can be 
described as the group of nxn matrices X := (qij) with X* := X = X~^ where X* 
is the matrix with qji in the ij entry. This is again clearly a closed bounded group, 
hence compact. 

Spin, M) := {A € M„(e) | AA* = 1}. 

On H" = C^", right multiplication by j induces an antilinear transformation, with 
matrix a diagonal matrix / of 2 x 2 blocks of the form 

(" o)-
Since a complex 2n x 2n matrix is quatemionic if and only if it commutes with 
7, we see that the group Spin, H) is the subgroup of the unitary group Ui2n, C) 
commuting with the operator j . 
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If, on a complex vector space, we have a linear operator X with matrix A and an 
antilinear operator Y with matrix 5 , it is clear that both XY and YX are antilinear 
with matrices AB and BA, respectively. In particular the two operators commute if 
and only if A5 = 5A. We apply this now to Sp{n, H). We see that it is formed by 
those matrices X in U{2n, C) such that XJ = jY = J(X~^y. Its Lie algebra t is 
formed by the anti-Hermitian matrices Y with Y J = JY. 

Taking Sp(2n, C) to be the symplectic group associated to this matrix J, we have 
X e Sp(2n, C) if and only ifX'J = JX'^ or XJ = JiX'^y. Thus we have that 

(6.3.1) Spin, H) = Uiln, C) n Sp(2n, C). 

We deduce again that Sp(n, H) is maximal compact in Sp(2n, C). 

Exercise. Describe the orbit ZX*, X e Sp(2n,C)' 

Although this is not the theme of this book, there are other real forms of the 
groups we studied. For instance, the orthogonal groups or the unitary groups for 
indefinite forms are noncompact non-algebraic but self-adjoint. We have as further 
examples: 

Proposition. 0(n,W) is maximal compact both in GL(n, M) and in 0{n,C). 

7 Hopf Algebras and Tannaka-Krein Duality 

7.1 Reductive and Compact Groups 

We use the fact, which will be proved in Chapter 10, §7.2, that a reductive group G 
has a Cartan decomposition G = Ke^^. Given two rational representations M, N of 
G we consider them as continuous representations of K. 

Lemma. (1) homdM, N) = hom/i:(M, A )̂. 
(2) An irreducible representation VofG remains irreducible under K. 

Proof. (1) It is enough to show that homA:(M, Â ) C homcCM, A )̂. 
If A € hom/{:(M, A )̂, the set of elements g e G conrmiuting with A is clearly 

an algebraic subgroup of G containing K. Since K is Zariski dense in G, the claim 
follows. 

(2) is clearly a consequence of (1). • 

The next step is to understand: 

Proposition. Let G be a linearly reductive group and K a maximal compact sub­
group of G. The restriction map, from the space of regular functions on G to the 
space of continuous functions on K, is an isomorphism to the space of representa­
tive functions of K. 
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Proof. First, since the compact group K is Zariski dense in G, the restriction to K 
of the algebraic functions is injective. It is also clearly equivariant with respect to the 
left and right action of K. 

Since GL(n, k) can be embedded in SL(n-{-1, k) we can choose a specific faith­
ful representation of G as a self-adjoint group of matrices of determinant 1. In this 
representation K is the set of unitary matrices in G. The matrix coefficients of this 
representation as functions on G generate the algebra of regular functions. By The­
orem 2.3 the same matrix coefficients generate, as functions on K, the algebra of 
representative functions. D 

Corollary. The category of finite-dimensional rational representations ofG is equiv­
alent to the category of continuous representations of K. 

Proof Every irreducible representation of K appears in the space of representa­
tive functions, while every algebraic irreducible representation of G appears in the 
space of regular functions. Since these two spaces coincide algebraically the previous 
lemma (2) shows that all irreducible representations of K are obtained by restriction 
from irreducible representations of G. The first part of the lemma shows that the re­
striction is an equivalence of categories. D 

In fact we can inmiediately see that the two canonical decompositions, 
TK = ®y^K ^* <8) V (formula 2.1.1) and^[G] = 0,- U* 0 Ut of Chapter?, §3.1.1, 
coincide under the identification between regular functions on G and representative 
functions on K. 

7.2 Hopf Algebras 

We want now to discuss an important structure, the Hopf algebra structure, on the 
space of representative functions TK . We will deduce some important consequences 
for compact Lie groups. Recall that in 2.2 we have seen: 

If /i(jc), f2(x) are representative functions of K, then also fi{x)f2(x) is repre­
sentative. 

If f(x) is representative f(xy) is representative as a function on K x K, and it 
is obvious that f(x~^)is representative. Finally 

TKXK = TK <S)TK. 

In the case of a compact group, 

TK^K = TK^TK = 0 . . ( V ; 0 Vi)0(v;0 Vj) = e(V/ 0 VJT0(v,- 0 Vj). 

K denotes the set of isomorphism classes of irreducible representations of K. 
For simplicity set 7^: = A. We want to extract, from the formal properties of the 

previous constructions, the notion of a (commutative) Hopf algebra.^^ 

^̂  Hopf algebras appear in various contexts in mathematics. In particular Hopf used them to 
compute the cohomology of compact Lie groups. 
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This structure consists of several operations on A. In the general setting A need 
not be commutative as an algebra. 

(1) A is a (commutative and) associative algebra under multiplication with 1. We set 
m : A (g) A ^- A to be the multiplication. 

(2) The map A : / -> fixy) from A to A 0 A is called a coalgebra structure. 
It is a homomorphism of algebras and coassociative f{{xy)z) = f(x(yz)) or 
equivalently, the diagram 

4 

4 
1(8) A 

A 

u 
A(8)U . 

> A 
is commutative. In general A is not cocommutative, i.e., f(xy) ^ fiyx). 

(3) (f8)(xy) = fixy)g(xy), that is, A is a morphism of algebras. Since 
m(f(x) (8) g(y)) = f(x)g(x) we see that also m is a morphism of coalgebras, 
i.e., the diagram 

A (g) A > 

A0A 

is conmiutative. Here T{a^b) =b<^a. 
(4) The map S : f{x) -> f{x~^) is called an antipode. 

Clearly 5" is a homomorphism of the algebra structure. Also f{x~^y~^) = 
f((yx)~^), hence S is an anti-homomorphism of the coalgebra structure. 
When A is not commutative the correct axiom to use is that S is also an anti-
homomorphism of the algebra structure. 

(5) It is convenient to also think of the unit element as a map r; : C -> A satisfying 

mo{\A<^r]) = \A=mo{ri^ U) , ^r] = Ic-

(6) We have the counit map 6 : / i-> / ( I ) , an algebra homomorphism 6 : A ^^ C. 
With respect to the coalgebra structure, we have f {x) = f {x\) = f {\x) ox 

1 ^ ( 8 ) 6 O A = 6 ( 8 ) 1 A O A = 1A-

A\sof{xx-') = f{x-'x) = f{\)ox 

y ; o ^ = : m o l ^ ( 8 ) 5 o A = mo5(8) lAoA. 

All the previous properties except for the axioms on commutativity or co-
commutativity can be taken as the axiomatic definition of a Hopf algebra.^^ 

^̂  Part of the axioms are dropped by some authors. For an extensive treatment one can see 
[Ab], [Sw]. 
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Example. When A = k[xij,d~^] is the coordinate ring of the linear group we have 

(7.2.1) A(xij) = Y^Xi,h^Xhj, Aid) =d^d, J^^'i^hSixhj) = 8ij. 
h 

One clearly has the notion of homomorphism of Hopf algebras, ideals, etc. We 
leave it to the reader to make explicit what we will use. The way we have set the 
definitions implies: 

Theorem 1. Given a topological group G, the algebra TQ is a Hopf algebra. The 
construction that associates to G the algebra To is a contravariant functor, from the 
category of topological groups, to the category of commutative Hopf algebras. 

Proof. Apart from some trivial details, this is the content of the propositions of 
2.1. D 

A commutative Hopf algebra A can be thought of abstractly as a group in the 
opposite category of commutative algebras, due to the following remark. 

Given a commutative algebra B let GA(B) := {0 : A -> 5} be the set of 
homomorphisms. 

Exercise. The operations: 

(l)^ylr{a) := ^ 0 ( M / ) V ^ ( I ; / ) , A(fl) = ^ w / (8) vt, 
i i 

(t>~\a):=(t>{S{a)), l{a) := r](a) 

are the multiplication, inverse and unit of a group law on G A ( ^ ) . 

In fact, in a twisted way, these are the formulas we have used for representa­
tive functions on a group! The twist consists of the fact that when we consider the 
homomorphisms of A to B as points we should also consider the elements of A as 
functions. Thus we should write a(0) instead of (/>(«). If we do this, all the formulas 
become the same as for representative functions. 

This allows us to go back from Hopf algebras to topological groups. This is best 
done in the abstract framework by considering Hopf algebras over the real numbers. 
In the case of groups we must change the point of view and take only real represen­
tative functions. 

When we work over the reals, the abstract group GA(M) can be naturally given 
the finite topology induced from the product topology YlaeA ^ ^^ functions from A 
toR. 

The abstract theorem of Tannaka duality shows that under a further restriction, 
which consists of axiomatizing the notion of Haar integral for Hopf algebras, we 
have a duality. 

Formally a Haar integral on a real Hopf algebra A is defined by mimicking the 
group properties / f{xy)dy = f f(xy)dx = f f{x)dx: 
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/ : A -> R, ^ae A, 

/ "^ i ^ i '^ 

One also imposes the further positivity condition: if a 7̂  0, / fl^ > 0. Under 
these conditions one has: 

Theorem 2. If A is a real Hopf algebra, with an integral satisfying the previous prop­
erties, then GA(M) is a compact group and A is its Hopf algebra of representative 
functions. 

The proof is not particularly difficult and can be found for instance in [Ho]. For 
our treatment we do not need it but rather, in some sense, we need a refinement. This 
establishes the correspondence between compact Lie groups and linearly reductive 
algebraic groups. 

The case of interest to us is when A, as an algebra, is the coordinate ring of 
an affine algebraic variety V, i.e., A is finitely generated, commutative and without 
nilpotent elements. 

Recall that giving a morphism between two affine algebraic varieties is equivalent 
to giving a morphism in the opposite direction between their coordinate rings. Since 
A(8) A is the coordinate ring of V x V, it easily follows that the given axioms translate 
on the coordinate ring the axioms of an algebraic group structure on V. 

Also the converse is true. If A is a finitely generated commutative Hopf algebra 
without nilpotent elements over an algebraically closed field k, then by the corre­
spondence between affine algebraic varieties and finitely generated reduced algebras 
we see that A is the coordinate ring of an algebraic group. In characteristic 0 the 
condition to be reduced is automatically satisfied (Theorem 7.3). 

Now let ^ be a linear compact group (K is a Lie group by Chapter 3, §3.2). We 
claim: 

Proposition. The ring TK of representative functions is finitely generated. TK is the 
coordinate ring of an algebraic group G, the complexification of K, 

Proof In fact, by Theorem 2.2, TK is generated by the coordinates of the matrix rep­
resentation and the inverse of the determinant. Since it is obviously without nilpotent 
elements, the previous discussion implies the claim. D 

We know (Proposition 3.4 and Chapter 4, Theorem 3.2) that linear compact 
groups are the same as compact Lie groups, hence: 

Theorem 3. To any compact Lie group K there is canonically associated a reduc­
tive linear algebraic group G, having the representative functions of K as regular 
functions. 

G is linearly reductive with the same representations as K. K is maximal com­
pact and Zariski dense in G. 

IfV is a faithful representation of K, it is a faithful representation ofG. For any 
K-invariant Hilbert structure on V, G is self adjoint. 
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Proof. Let G be the algebraic group with coordinate ring TK . By definition its points 
correspond to the homomorphisms 7^: -^ C. In particular evaluating the functions of 
Ti: in ^ we see that ^ C G is Zariski dense. Therefore, by the argument in 7.1, ev­
ery ^-submodule of a rational representation of G is automatically a G-submodule. 
Hence the decomposition TK = 0 , V* (g) V, is in G x G-modules, and G is linearly 
reductive with the same irreducible representations as K. 

Let A' c / / C G be a larger compact subgroup. By definition of G, the functions 
TK separate the points of G and hence of H.TK is closed under complex conjuga­
tion so it is dense in the space of continuous functions of H. The decomposition 
TK = 0 , V* (g) Vi is composed of irreducible representations of K and G; it is also 
composed of irreducible representations of H. Thus the Haar integral performed on 
/ / is 0 on all the nontrivial irreducible summands. Thus if we take a function f ETK 
and form its Haar integral either on K or on H we obtain the same result. By den­
sity this then occurs for all continuous functions. If H ^ K "WQ can find a nonzero, 
nonnegative function / on // , which vanishes on A', a contradiction. 

The matrix coefficients of a faithful representation of K generate the algebra 
TK. SO this representation is also faithful for G. To prove that G = G* notice that 
although the map g \-^ g* is not algebraic, it is an antilinear map, so it transforms 
affine varieties into affine varieties (conjugating the coefficients in the equations), 
and thus G* is algebraic and clearly K* is Zariski dense in G*. Since ^* = ^ we 
must have G = G*. • 

At this point, since G is algebraic, it has a finite number of connected compo­
nents; using the Cartan decomposition of 6.1 we have: 

Corollary, (i) The Lie algebra g of G is the complexification of the Lie algebra I 
ofK. 

(ii) One has the Cartan decomposition G = K x e^^. 

7.3 Hopf Ideals 

The definition of Hopf algebra is sufficiently general so that it does not need to have 
a base coefficient field. For instance, for the general linear group we can work over 
Z, or even any commutative base ring. The corresponding Hopf algebra is A[n] := 
Z[Xij,d~^], where d = det(X) and X is the generic matrix with entries Xfj. The 
defining formulas for A, 5, r] are the same as in 7.2.1. One notices that by Cramer's 
rule, the elements d S{xij) are the cofactors, i.e., the entries of /\"~ X. These are 
all polynomials with integer coefficients. 

To define a Hopf algebra corresponding to a subgroup of the linear group one can 
do it by constructing a Hopf ideal. 

Definition. A Hopf ideal of a Hopf algebra A is an ideal / such that 

(7.3.1) A(/) C/(8)A-hA(8)/ , 5(7) C / , r]{I)=0. 
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Clearly, if / is a Hopf ideal, A/ / inherits a structure of a Hopf algebra such that 
the quotient map, A -> A/1 is a homomorphism of Hopf algebras. 

As an example let us see the orthogonal and symplectic group over Z. It is con­
venient to write all the equations in an intrinsic form using the generic matrix X. 
We do the case of the orthogonal group, the symplectic being the same. The ideal 
/ of the orthogonal group by definition is generated by the entries of the equation 
XX' -I = 0. We have 

(7.3.2) A(XX' - 1) = XZ' (g) ZX' - 1 0 1 

= (XX' - 1) (8) XX' + 1 0 (XX' - 1) 

(7.3.3) 5(XX' - 1) = S(X)S(X') - I = d'^ A''"^^^^ A""'^^^'^ ~ ^ 

= d-'/\'-\xx')-i 
(7.3.4) r](XX' - 1) = r](X)r](X') - 1 = 1 - 1 = 0 . 

Thus the first and last conditions for Hopf ideals are verified by 7.3.2 and 7.3.4. 
To see that S(I) c / notice that modulo / we have XX' = 1, hence d^ = I 
and /y~\xX') = /\''~\l) = 1 from which it follows that modulo / we have 
S{XX' - 1) = 0. 

Although this discussion is quite satisfactory from the point of view of Hopf 
algebras, it leaves open the geometric question whether the ideal we found is really 
the full ideal vanishing on the geometric points of the orthogonal group. By the 
general theory of correspondence between varieties and ideal this is equivalent to 
proving that A[n]/I has no nilpotent elements. 

If instead of working over Z we work over Q and we can use a very general fact 
[Sw]: 

Theorem 1. A commutative Hopf algebra A over a field of characteristic 0 has no 
nilpotent elements (i.e., it is reduced). 

Proof Let us see the proof when A is finitely generated over C. It is possible to 
reduce the general case to this. By standard facts of commutative algebra it is enough 
to see that the localization Am has no nilpotent elements for every maximal ideal m. 
Let G be the set of points of A, i.e., the homomorphisms to C. Since G is a group 
we can easily see (thinking that A is like a ring of functions) that G acts as group of 
automorphisms of A, transitively on the points. In fact the analogue of the formula 

for f{xg) when g : A ^- C is a point is the composition Rg : A —> A^ A > 
A 0 C = A. 

It follows from axiom (5) that g = 6 o /?^, as desired. Thus it suffices to see that 
A, localized at the maximal ideal m, kernel of the counit € (i.e., at the point 1) has 
no nilpotent elements. Since the intersection of the powers of the maximal ideal is 0, 
this is equivalent to showing that 0 , ^ i m'/tn'"^^ has no nilpotent ideals.^ If m e m 

64 One thinks of this ring as the coordinate ring of the tangent cone at 1. 
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and A(m) = J^i ^i®yi we have m = J^t ^(xi)yi = E / Xi€{yi), 0 = J2i ^fe)^(y/). 
Hence 

A(m) = J2xi<S}yi - J^l^te) ^ >̂ /+ Xl^^^"'̂  ̂ '̂" " X!̂ ^̂ '"̂ ^̂ '̂̂ '̂  
/ / / i 

(7.3.5) = ^ f e - €(xi)) (8) >̂,- + ^6 (> ' / ) (g) (x, - €(x/)) € m (8) 1 + 1 (8) m. 

Similarly, 5(m) c m. It follows easily that B := 0 , ^ i m'/tn'"^^ inherits the structure 
of a commutative graded Hopf algebra, with ^o = C. Graded Hopf algebras are well 
understood; in fact in a more general settings they were originally studied by Hopf 
as the cohomology algebras of Lie groups. In our case the theorem we need says that 
B is a polynomial ring, hence an integral domain, proving the claim. n 

The theorem we need to conclude is an extremely special case of a general the­
orem of Milnor and Moore [MM]. Their theory generalizes the original theorem of 
Hopf, which was only for finite-dimensional graded Hopf algebras and treats sev­
eral classes of algebras, in particular, the ones which are generated by their primitive 
elements (see the end of the next section). 

We need a special case of the characterization of graded connected commuta­
tive and co-conmiutative Hopf algebras. Graded commutative means that the algebra 
satisfies ab = (—l)!^"^'^^ where \a\, \b\ are the degrees of the two elements. The 
condition to be connected is simply BQ = C. In case the algebra is a cohomology 
algebra of a space X it reflects the condition that X is connected. The usual conmiu-
tative case is obtained when we assume that all elements have even degree. In our 
previous case we should consider m/m^ as in degree 2. In this language one unifies 
the notions of synmietric and exterior powers: one thinks of a usual symmetric al­
gebra as being generated by elements of even degree and an extrerior algebra is still 
called by abuse a symmetric algebra, but it is generated by elements of odd degree. 
In more general language one can talk of the symmetric algebra, S(V) of a graded 
vector space V = E /̂̂  which is 5 (E/ ^2,) 0 A ( E / ^2/+i). 

One of the theorems of Milnor and Moore. Let B be a finitely generated^^ posi­
tively graded commutative and connected; then B is the symmetric algebra over the 
space P := {M € 5 I A(w) = M 0 1 + 1 0 M} of primitive elements. 

We need only a special case of this theorem, so let us show only the very small 
part needed to finish the proof of Theorem 1. 

Finishing the proof. In the theorem above B := 0 J^ i m'/tn'"^^ is a graded commu­
tative Hopf algebra generated by the elements of lowest degree m/rn^ (we should 
give to them degree 2 to be compatible with the definitions). Let x e m/m^. We have 
Ax=a(8)H- l (8)^ , a,b e m/m^ by the minimality of the degree. Applying axiom 
(5) we see that a = b = x and x is primitive. What we need to prove is thus that if 

^̂  This condition can be weakened. 
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xi,... ,Xn constitute a basis of m/m^, then the xt are algebraically independent. As­
sume by contradiction that / ( j c i , . . . , A:„) = 0 is a homogeneous polynomial relation 
of minimum degree h. We also have 

0 = A/ (x i , . . . , x„ ) = fixi 0 1 + 1 (8)xi,...,x„ 0 1 + 1 (g)x„) = 0 . 

Expand A / € X!f=o ^h-i 0 ^/ and consider the term Th-\,i of bidegree h - 1,1. 
This is really a polarization and in fact it is Yll=\ ^ ( -^ i ' • • •' -̂ n) <̂  ^i- Since the xt 
are linearly independent the condition Th-\,\ = 0 impHes ^(x\,..., x„) = 0, Vj. 
Since we are in characteristic 0, at least one of these equations is nontrivial and of 
degree h — 1,3. contradiction. n 

As a consequence, a Hopf ideal of the coordinate ring of an algebraic group in 
characteristic 0 is always the defining ideal of an algebraic subgroup. 

Exercise. Let G be a hnear algebraic group, p : G -^ GL(V) a linear representa­
tion and V e V 3. vector. Prove that the ideal of the stabilizer of v generated by the 
equations p(g)v — v is a. Hopf ideal. 

It is still true that the algebra modulo the ideal / generated by the entries of the 
equations XX^ = 1 has no nilpotent ideals when we take as coefficients a field of 
characteristic ^ 2. 

The proof requires a Httle commutative algebra (cf. [E]). Let /: be a field of char­
acteristic 7̂  2. The matrix XX^ — 1 is a symmetric n x n matrix, so the equations 
XZ^ — 1 = 0 are of dimension ("^^), while the dimension of the orthogonal group 
is (2) (this follows from Cayley's parametrization in any characteristic ^ 2) and 

CtO "*" (2) ~ "^ ^̂ ^ number of variables. We are thus in the case of a complete in­
tersection, i.e., the number of equations equals the codimension of the variety. Since 
a group is a smooth variety we must then expect that the Jacobian of these equations 
has everywhere maximal rank. In more geometric language let 5„ {k) be the space 
of synmietric n x n matrices. Consider the mapping n : Mn{k) -> Sn{k) given by 
X -^ Z Z ^ In order to show that for some A e Sn(k) the equations XX^ = A gener­
ate the ideal of definition of the corresponding variety, it is enough to show that the 
differential dn of the map is always surjective on the points X such that XX^ = A. 
The differential can be computed by substituting for X a matrix X -}- Y and saving 
only the linear terms in Y, getting the formula YX' + XY' = YX' + {YVy. 

Thus we have to show that given any symmetric matrix Z, we can solve the 
equation Z = FZ^ + {YX')' if XX' = 1. We set Y := ZX/2 and have 
Z = 1/2(ZXX' + (ZXXOO-

In characteristic 2 the statement is simply not true since 

J j 

So J^j Xij — 1 vanishes on the variety but it is not in the ideal. 
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Exercise. Let L be a Lie algebra and UL its universal enveloping algebra. Show that 
Ui is a Hopf algebra under the operations defined on L as 

(7.3.6) A(a) = fl (8) 1 + 1 (8) a, S{a) = -a, r](a) = 0 , a e L. 

Show that L = {u e Ui\ A(u) = w 0 1 + 1 (g) M}, the set of primitive elements. Study 
the Hopf ideals of UL-

Remark. One of the theorems of Milnor and Moore is the characterization of uni­
versal enveloping algebras of Lie algebras as suitable primitively generated Hopf 
algebras. 




